




useR! 2014, Los Angeles, USA 1



A new framework for portfolio management
Ting-Kam Leonard Wong

Department of Mathematics, University of Washington, Seattle
Contact author: wongting@uw.edu

Keywords: Portfolio management, rebalancing, relative arbitrage, diversity, stochastic portfolio theory

Stochastic portfolio theory provides a new mathematical framework for studying the behaviors of portfolios
and the structure of equity markets. In contrast to the commonly adopted mean-variance framework which is
essentially a dynamic optimization problem with significant estimation difficulty, stochastic portfolio theory
focuses on empirically observable characteristics of equity markets such as the stability of capital distribu-
tion and the presence of sufficient volatility. Under mild conditions, explicit portfolios can be constructed
which outperform a capitalization-weighted benchmark in the long run. Such portfolios are called relative
arbitrages and we refer the reader to [1] and [2] for precise statements of these results.

In a recent paper [3], the authors develop a simple but novel energy-entropy framework which clarifies
when and how rebalancing works and provides a consistent framework for attributing the performance of a
hierarchical portfolio using information-theoretic concepts such as relative entropy and free energy. In [4]
some central results in stochastic portfolio theory are given a geometric and intuitive interpretation.

Although there are several very good R packages for portfolio optimization and performance attribution,
there is yet no R packages which implement these recent ideas in stochastic portfolio theory and related
advances.

The author intends to fill the gap with a new R package to be called RelValAnalysis (relative value analysis).
This package is designed to implement the aforementioned tools for analyzing the performance of portfolios
relative to a capitalization-weighted benchmark. Among other things, the package will include classes and
functions for measures of diversity of capital distribution, construction of functionally generated portfolios
and the associated Fernholz decomposition, the energy-entropy decomposition and attribution, and simu-
lation of common models in stochastic portfolio theory. The package should be of interest for students,
researchers and practitioners. The talk will introduce the main functions of the package.
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The freqparcoord package, available on CRAN, takes a new approach to the parallel coordinates visual-
ization method for multivariate data. Parallel coordinates (Unwin, 2006) is an exploratory method aimed
at visualizing interrelations among variables, especially within groups. But it becomes difficult or impossi-
ble to use when the number of data points becomes even moderately large, which causes the ”black screen
problem,” uninterpretable, dense clutter. This problem is solved in freqparcoord by plotting only a few
”typical” lines in the graph, meaning the ones with the highest estimated multivariate density.

As an example, here is a freqparcoord plot of data from the 2000
Census data, for engineers and programmers in Silicon Valley,
showing the 25 most typical data points for each gender. Compared
to men (upper panel),, we see a much greater range of age among
women, with lower wages, but with both genders typically being
U.S. citizens with at most a bachelor’s degree.

In the present work, we apply freqparcoord to assessing the fit of
parametric regression models. The first axis is the “divergences,”
the differences beween the parametric and nonparametric estimates
of the population regression function, while the other axes are the
predictor variables. Note that the divergences are NOT the paramet-
ric model residuals, e.g. differences between fitted model values
and response (“Y”) values.

The question addressed is, ”In what regions is the parametric fit
poorer?” To answer that, the divergences are grouped into upper and lower tails; the default finds the data
points that have divergences in the lower and upper 40%, then plots both groups, as well as the middle.

As an example, we fit a linear regression model, predicting wages
from age, MS/PhD, CSEE, gender and U.S. citizenship in the Cen-
sus data. There is a definite trend of overpredicting the young.
Moreover, the text output (not shown) finds that the nonparamet-
ric R2 is more than 10% higher than the (adjusted) one from lm
(though both are low). This suggests adding a quadratic term in age
to the model, which then indeed raises the R2 value to a level simi-
lar to the nonparametric one. On the other hand, the graph does not
suggest adding any interaction terms.

Any parametric regression model may be used. For instance, in data
on graduate school admissions, we fit a logistic model predicting
admission from grades, GRE scores and rank. The plot suggested a
quadratic effect for grades and possible interactions.
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Background 

  
Health reform shifts our focus from wholesale populations to retail individual consumers.  Our care 

management platform and services has peer-reviewed and published documentation of improved patient 

care quality and affordability over the past decade, but the new ecosystem requires us to go much 

further in improving patient engagement, health outcomes and lower costs. 

 

Working with Knowledgent, we utilized an advanced analytical approach using R combined with A-B 

testing and segmentation techniques to increase engagement rates and lower the cost of each 

engagement. 

 

Methods 

 

Combining internal member data and claims history with externally-purchased lifestyle & behavioral 

data, we built a segmentation model using K-Means Clustering and CART classification trees with a 1.3 

million training population.  Clustering showed clearly identifiable micro-segments with common 

behavioral characteristics based on input factors such as age, health status, socioeconomic factors, 

purchasing behaviors, technical savvy, education level, geography, etc. 

 

We then conducted live A-B tests, varying messaging & channel usage, and measured response rates.  

Findings showed differing response rates among segments to the use of digital communication channels 

vs. traditional communications, for example.  In addition, communication design alterations affected 

response rates for segments in varying degrees. 

 

Results 

 

By optimizing message & channel selection for micro-segments, response rates increased 74 percent. 

 

Mining and visualization of operational data, including time & duration & outcome of calls, produced 

insights which enabled the cost of each individual engagement to be reduced as well. 

R packages used for the segmentation modeling included k-means for the cluster analysis and rpart for 

analyzing the classification and regression trees. 

Models were originally built using an underlying MySQL data store, but have been subsequently ported 

to access Hadoop data via HiveQL as well. 

Conclusion 

The improvements identified client savings of $6 million in avoidable health costs and labor cost 

savings producing a 900% internal ROI. We shall also cover future plans for additional work. 
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plyrmr is the latest package to spawn from RHadoop, an open source project aimed at making R work
seamlessly with the Hadoop system for the storage and processing of big data on commodity clusters.
Like another RHadoop package, rmr2, it is specifically targeted to work with Mapreduce, Hadoop’s batch
computing subsystem. The goal for plyrmr was to strike a different compromise of power and ease of
use biased toward the latter, thus helping to expand the circle of people who can access and process big
data directly. The main compromise we accepted is that plyrmr is focused on structured data, specifically
data organized in columns, like a data.frame, as feedback from our users indicated this was the most
important use case. With this in mind, we set five design guidelines:

• Reduce the need to define functions even for the simplest tasks: to this end we have adopted a pro-
gramming jargon popularized by the package plyr [2] (to which plyrmr also owes half of its name).
Simple calculations such as the ratio of two columns or the average of another one can be described
with expressions thanks to a non-standard but well understood evaluation method.

• Whenever users need to define functions to access advanced functionality, make them simpler and less
specialized to their use in a mapreduce context, thus promoting reuse. In fact, all user defined function
in the plyrmr API accept a data frame as their first argument and return a data frame, enabling the
reuse, for instance, of functions from plyr, dplyr and reshape2 for processing big data.

• Replace the potentially unfamiliar concept of a key with an SQL-like function group and related.

• Whereas rmr2 was more a foundational package with a minimalist API, plyrmr includes mapreduce
equivalents of many popular and useful functions, to show Hadoop conversion can be accomplished
and to provide a useful set of tools even without any programming by the user. According to [1]
plyrmr is more in the camp of a humane interface, whereby common use cases are worth defining
and implementing, no matter how trivial their implementation. Converting more functions for Hadoop
use can require as little as a call to the function magic.wand.

• using a technique known as delayed evaluation, reduce the cost of abstraction eliminating redundant
I/O when possible.

A touch of syntactic sugar is a Unix-like %|% operator to make nested expressions more readable. The
result are programs like input("path/to/data-set") %|% where(var1/var2 > x) %|%
group(id) %|% select(mean(var1)) that can run on the largest commodity clusters in use today,
and process the largest data sets.

References

[1] Fowler, M. (2005, December). HumaneInterface. http://martinfowler.com/bliki/
HumaneInterface.html. Accessed 2014-3-20.
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CRAN is a large software collection containing thousands of R packages maintained by thousands of differ-
ent maintainers. The number of packages is growing very rapidly (currently there are over 5000 packages),
which is considered by some as problematic [2]. Another problem is a lack of coordination between de-
velopers of dependent software components. Maintainability problems may arise and packages may cease
to function correctly because of unexpected changes made to the packages they depend upon. In addition,
problems with the dependency versioning system of R have been reported and possible directions for im-
provement have been proposed, such as staged package distributions (as in Debian) and versioned package
management [3].

Currently, R package developers can use the R CMD check command to detect possible problems in
CRAN contributed packages. This tool is also used to ensure conformance of accepted packages to the
CRAN quality policy, and to check that packages don’t break over time. However, since the number of
packages is growing quickly, it becomes harder and harder to solve problems that are due to updates of
packages that one directly or indirectly depends upon. We have studied the extent of this problem through
an empirical analysis of CRAN’s R CMD check results [1]1. We observed that package quality and main-
tainability varies with the operating system considered. We also observed that a non-negligible amount of
errors are caused by dependency updates and need to be fixed by the maintainers. Maintenance effort hence
needs to take into account changes made to package dependencies. This may become detrimental to package
maintainability in the long run if the number of CRAN packages keeps on growing at the same pace.

Therefore, there is a need for more specific tools dedicated to R package developers, that allow them to
gain insight and deal with the implications and problems raised by package updates. Will changes to their
packages cause potential problems to other CRAN packages? Do package updates or changes in the de-
pendencies of other packages cause potential problems in one’s own package? Being able to address such
problems a priori during package development and maintenance, i.e., long before submitting it to CRAN,
will reduce the effort of maintaining contributed CRAN packages.

We will report on a prototype tool that we have developed for the above.2 It is more specific and fine-
grained than the R CMD check and it considers potential conflicts with all CRAN packages, not only
those currently tested. It aims to help R package maintainers to identify and avoid problems that could
break their own package or those of others before sending it to CRAN. The tool is based on a fine-grained
function-level analysis of dependencies, conflicts and clones (copy-paste reuse of code) between packages.

References

[1] Claes, M., T. Mens, and P. Grosjean (2014). On the maintainability of CRAN packages. In IEEE CSMR-WCRE
2014 International Conference.

[2] Hornik, K. (2012). Are there too many R packages? Austrian Journal of Statistics 41(1), 59–66.

[3] Ooms, J. (2013, June). Possible directions for improving dependency versioning in R. R Journal 5(1), 197–206.

1R package available at github.com/maelick/extractoR. CRAN historical data available at github.com/
maelick/CRANData.

2R package available at github.com/maelick/maintaineR.
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statsTeachR.org is a new, open-access, online repository with modular lesson plans for teaching statistics
using R at the undergraduate and graduate level. Each curricular “module” focuses on teaching a particular
statistical subject or concept. This provides teachers with flexibility to build their own course à la carte,
choosing only modules that are relevant for their course. The modules range from introductory lessons in
statistics and statistical computing to more advanced topics in statistics and biostatistics. A unifying goal
for statsTeachR is to facilitate the use of hands-on exercises in statistical computing, data visualization, and
reproducible research with R to teach fundamental concepts in statistics. For example, the resamp module
teaches resampling inference by having students run their own bootstrapping routines. In our graduate-
level biostatistics courses, we have piloted successfully a curriculum where students develop statsTeachR
modules as final projects. We also have used statsTeachR as a platform and framework for sharing curricu-
lum and teaching materials for similar courses being taught at different institutions (UMass-Amherst and
Columbia University) and for interdisciplinary workshops. In addition to serving as a central location for
interactive and modern lesson plans in statistics and statistical computing, statsTeachR has defined a stan-
dardized file structure for modules and supplies templates for LATEX documents, including lab assignments
and slides (both with optional knitr compatibility). For each module on statsTeachR.org, curricular mate-
rials are available either as a direct download from the site or by direct link to a external website such as
OpenIntro.org or GitHub.com. Additionally, registered users on statsTeachR.org can curate and share their
own statsTeachR course by choosing from the slate of existing modules.
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McKinsey & Company is a global management consulting firm, serving 90% of the world’s largest 

companies. As part of the growing analytics team at McKinsey, we strive to ensure that leaders at these 

organizations recognize the importance and value advanced analytics can make.  Our work frequently 

entails building analytics teams, piloting new methodologies, and finding new and innovative ways to 

serve our current and future clients. Our clients and colleagues are unfamiliar with advanced analytics, 

but increasingly understand its importance.  With the help of Shiny, other packages and even externally 

integrated software, we now create rapid analytic prototypes that change the types of end-products we 

offer, and the ways in which we interact internally and externally.   

 

We plan to discuss the means by which these prototypes solve multiple problems we face in delivering 

advanced statistical analysis including 1)demystifying the analytics “black box” 2)Productizing rapid 

tool development so it can be made by statistical professionals and 3)offering end-products we can pass 

off to enterprise software developers for full-scale applications.  We’ll then demonstrate products we’ve 

created which go well-beyond most toy examples, and are full-fledged applications. Finally, we’ll 

discuss our process for doing so at speed, thanks to a custom-built framework we share and develop 

with each new product we create. 

 

References 

 
[1] RStudio, Inc. (2014). Shiny home page, http://rstudio.com/shiny/. 
 

[2] McKinsey & Company (2014). McKinsey & Company home page http://www.mckinsey.com/ 
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We present the subsemble R package, which implements the Subsemble ensemble machine learning algo-
rithm (Sapp et al., 2013), a new variant of Super Learning (van der Laan et al., 2008). Ensemble methods
that combine models trained on different subsets of observations have recently received increased attention
as practical prediction tools for massive datasets. Subsemble is a general subset ensemble prediction method
that partitions a full dataset into subsets of observations and trains a user-specified learning algorithm on
each subset. Then a unique form of V-fold cross-validation is used to learn a final prediction function which
combines the subset-specific fits via a user-specified metalearner algorithm. Instead of simply averaging
subset-specific fits, Subsemble differentiates fit quality across the subsets and learns an optimal combina-
tion of the subset-specific fits.

This implementation allows the user to ensemble subset-specific fits which are trained using the same or
different learning algorithms. The package uses the machine learning algorithm API provided by the Su-
perLearner R package. This user-friendly API currently provides a uniform interface to nearly 30 machine
learning algorithms (e.g. randomForest, gbm) and allows the user to define custom algorithm wrappers.
Each of the default algorithm wrappers can also be customized by specifying unique model parameters.

The user can either explicitly define which observations belong to each subset or simply specify the desired
number of subsets. In the case of the latter, the subsets will be created randomly, with or without stratifi-
cation. The package provides the ability to compute the V-fold cross-validation step as well as the model
fitting across the subsets in parallel using the R-core parallel package.

The subsemble package will be released to CRAN soon and the current version of the package can be found
here: http://www.stat.berkeley.edu/˜ledell/R/subsemble.tar.gz

References

Sapp, S., van der Laan, M. J., and Canny, J. (2013). Subsemble: an ensemble method for combining subset-
specific algorithm fits. Journal of Applied Statistics.
Article: http://dx.doi.org/10.1080/02664763.2013.864263
Tech report: https://biostats.bepress.com/ucbbiostat/paper313

van der Laan, M. J., Polley, E. C. and Hubbard, A. E. (2008). Super Learner. Statistical Applications of
Genetics and Molecular Biology, 6, article 25.
Article: http://dx.doi.org/10.2202/1544-6115.1309
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PMML, the Predictive Model Markup Language, is the de facto standard to represent predictive 
analytics models [1,2,3]. It is currently supported by many of the leading commercial and open-source 
data mining systems, including R. With PMML, it is extremely easy to build a predictive model in one 
system (PMML producer) and exchange with another solution (PMML consumer) avoiding 
incompatibility problems and custom coding. The R pmml package was designed to export many 
popular predictive algorithms into the PMML standard [4,5]. Given the recent interest in ensemble 
models and their applicability to large datasets, it was only natural to add functionality to the R pmml 
package to convert these models into PMML. 

The R pmml package is now able to export PMML for ensemble models via the ada and 
randomForest functions. In this presentation, we describe all the steps necessary to export random 
forest and stochastic boosting models from R into PMML and show how the PMML standard is capable 
of representing not only model ensembles but also any R specified treatments for missing and invalid 
values as well as outliers. Additional functions available to the data scientist through the R pmml 
package include the ability to perform data pre- and post-processing. By using the R pmml and the 
pmmlTransformations package [6,7], a scientist can read in input data in R, perform transformations 
on the input data, build the ensemble model and finally output the entire predictive workflow containing 
model and any pre or post-processing steps in PMML format. Once operationally deployed, the 
resulting PMML then generates predictions directly from raw input data.

Being able to export the entire model ensemble in PMML format, together with any data validation and 
transformation steps is remarkable, since it allows for these models to be moved to the operational 
environment without the need for any recoding. Once in PMML, models can be deployed in minutes 
and executed in a variety of Big Data platforms, including Hadoop, in-database or cloud computing.   

References

[1] The Data Mining Group (DMG) website: www.dmg.org 
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The ccgarch2 package is designed to provide functions for estimation and simulation of conditional cor-
relation (CC-) GARCH models. It can estimate the Constant Conditional Correlation (Bollerslev, 1990),
Dynamic Conditional Correlation (Engle, 2002) and corrected Dynamic Conditional Correlation (Aielli,
2013) GARCH models in a relatively large dimension. The package is also capable of simulating multivari-
ate time series from the CC-GARCH models.

A couple of R packages are available for handling the major variants of the CC-GARCH models. An advan-
tage of ccgarch2 over the other existing packages is that it allows for modeling a multivariate counterpart
of the univariate GARCH model in the conditional variance part. With this modeling strategy, volatility
spillovers in the GARCH part can be incorporated into the model (Nakatani and Teräsvirta, 2009). In par-
ticular in the bivariate model, the estimating functions are constructed in such a way that it can capture
negative volatility spillovers (Nakatani and Teräsvirta, 2008; Conrad and Karanasos, 2010).

ccgarch2 is a successor of the ccgarch package available at CRAN. In addition to inheriting many of the
functionalities from its predecessor, ccgarch2 improves user-interface by defining classes and associated
methods. Numerical optimization of the likelihood function is now carried out by the solnp() function
in the Rsonlp package, which makes it possible to impose non-linear restrictions on the parameters. These
restrictions are necessary to keep the time-varying conditional covariance matrices positive definite as well
as to keep the sequence of conditional variances stationary. Performance issues are improved by the use of
C code.

In the presentation, basic usage of ccgarch2 will be illustrated by analyzing real data. Extension to handling
negative volatility spillovers in larger dimensional models will also be discussed.

References
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rClr (http://rclr.codeplex.com) is a package for R to access arbitrary .NET code executing on a Common 

Language Runtime (CLR) implementation: Microsoft’s implementation or the multi-platform runtime 

Mono. rClr complements and in part re-uses the R.NET library (http://rdotnet.codeplex.com) that makes R 

programmatically accessible to .NET programmers, mostly but not only from the C# and F# languages. 

Work has been done in the growing F# community to expose R functionalities with F# idioms [3]. rClr 

should similarly leverage the most appropriate R idioms to expose CLR objects. The style of object 

oriented programming supported by the CLR makes R reference classes (see help(ReferenceClasses) in 

R) a natural candidate to access CLR objects from R. R reference classes have been used by at least two 

packages for interoperability: RCpp (Eddelbuettel [2]) and rJavax (Danenberg [1]). rClr will have an 

updated public release with support reference classes by or around the time of this conference. Given the 

closer similarities of the CLR with the Java runtime than C++, the design and implementation handling 

reference classes naturally shares similarities. In particular the capacity to reflect on software types/classes 

in the CLR and Java is useful to generate R reference classes, with a minimum of custom code. There are 

of course language difference between R and the CLR that remain and require choices to find a balance 

between the accessibility from R and the faithful representation of the CLR objects, properties and methods. 

Using R reference classes with rClr is demonstrated in a case study, the calibration of hydrological models. 

The general programming workflow and techniques that generate R reference classes is presented. 

 

References 

 

[1]  Danenberg, P. (2011). rJavax, http://cran.r-project.org/web/packages/rJavax/index.html 
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Customer retention is a critical success factor for insurance industry, much more so than for other 
industries. Losing one customer can result in lost revenue for several years. For example, an auto policy 
might last for 10 years, and a home policy for 30 years. An existing customer canceling a policy after 1 
year of inception can result in lost revenues of 9 years and 29 years for auto and home policies, for 
example. 

Customer retention in insurance industry is very complicated. For example, let’s assume that a customer 
is identified as a churn prospect, and a call is made to her to assess how happy she is with her insurance. 
If she is really a churn prospect, the insurance company can try to address any concern she has, and 
proactively retain her. However, if she is a perfectly happy customer, that call can potentially trigger a 
churn as well, since calls from customer service agents are not something everyone looks forward to. 
So, it is crucial that any customer churn prediction is accurate. 

The presentation will cover real-life examples of how R is instrumental in accurately modeling 
customer churn for insurance companies. The typical output of such a model-based analytics solution is 
a list generation. The list will contain existing customers who are likely to churn, and the reasons why 
they are churn candidates. The input data to R will come from internal transactional systems, and 
external sources such as social media. In fact, an increasing percentage of the input data is from a big 
data platform. The presentation will lay out a business approach, and an architectural pattern for solving 
the very important and real customer churn problem in insurance industry. 
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Consider an experiment in which p independent populations πi, with corresponding unknown means θi are
available and suppose that for every 1 ≤ i ≤ p, we can obtain a sample Xi1, Xi2, . . . , Xin from πi. In this
context, researchers are sometimes interested in selecting the populations that give the largest sample means
as a result of the experiment, and to estimate the corresponding population means θi’s. In [1], the authors
present an approach to the problem and discuss how to construct confidence intervals for the mean of k ≥ 1
selected populations, assuming the πi are independent and normally distributed with a common variance
σ2. The R package popKorn implements this approach, which is based on minimisation of the coverage
probability.

The popKorn package is the next generation of kPop, which was presented at useR! 2013 [2]. The new
version contains a better implementation of functions for estimating the optimal asymmetric intervals to be
used. This provides a practical yet formal tool for estimating (simultaneously) the mean of several selected
populations.

In this talk, we shall motivate the problem, introduce this package, and demonstrate how its main functions
can be used. We shall compare it with traditional methods, some of which do not account for the selection
phase.
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Comparing text strings in terms of distance functions is a common and fundamental task in many
statistical text-processing applications. Thus far, string distance functionality has been somewhat
scattered around R and its extension packages, leaving users with inconsistent interfaces and encod-
ing handling. The newly developed stringdist package is designed to offer an easy to use interface
to several popular string distance algorithms which have been re-implemented in C for this pur-
pose. The package offers distances based on counting q-grams, edit-based distances, and some lesser
known heuristic distance functions [1].

For example, to compute the true Damerau-Levenshtein distance between two strings, one uses the
stringdist function as follows.

> library(stringdist)

> stringdist('leia', 'leela', method='dl')

[1] 2

The distance of two corresponds to two edit operations necessary to turn ‘leia’ into ‘leela’. For
example: replace ‘i’ with ‘e’ and insert an ‘l’.

For approximate dictionary lookup one may use the amatch function:

> companions <- c('adric', 'ace', 'leia')

> amatch('leela', companions, method='dl', maxDist=2)

[1] 3

Here, ‘leela’ matches with the third element of companions since it is both the closest match
and its DL-distance is less than or equal to maxDist.

In this presentation I will review the string distance algorithms offered by the package, show how to
apply them and point out some particularities related to special values (NA) and character encoding.
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The smacof package [3] implements various methods of multidimensional scaling (MDS) such as metric
and nonmetric MDS, spherical MDS, individual difference scaling, and unfolding for preference data [1].
MDS is a family of methods that optimally map proximity data of objects into distances between points
of a multidimensional space with a given dimensionality (usually 2 or 3 dimensions). In smacof we use a
majorization approach that minimizes the “Stress” target function.

MDS has been used heavily to model and to explore (dis)similarity data in psychology, the social sciences,
and in market research. The Stress value of a p-dimensional MDS solution with n points is usually evaluated
by going to tables listing the expected Stress of the “nullest of all null models” [2], i.e. the Stress value of
random data for the (p, n) case. In this talk we present clearly sharper tests based on the Stress distribution
that results from (matrix- or row-wise) randomly permuted dissimilarity data.
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Development of the R-package sensR [1] was motivated by problems in modeling sensory and signal 
detection theory (SDT) discrimination tasks. On a basic level sensR provides the means for standard 
discrimination testing, d-prime estimation and sample size estimation in sensory discrimination 
protocols such as the Triangle, Duo-Trio and Alternative-Forced-Choice tasks. Other commonly used 
testing protocols like A-not A (Yes-No), Same-Different, Paired preferences optionally with a no-
preference option are also supported with estimation, profile likelihood and power estimation functions. 

On a more advanced level sensR facilitates modeling of psychometric and sensory discrimination 
experiments with generalized linear models (GLMs) where special purpose link functions derived from 
the psychometric functions for the discrimination protocols directly relate the probability of success to 
the underlying Thurstonian d-prime [2]. Family objects to be used with glm()unleash the full power of 
GLMs facilitating in-depth modelling via the linear predictor, profile likelihood intervals of parameters 
with psychometric interpretations and much more.  

The sensR package also facilitates analysis of ordinal ratings in the context of the Degree-of-Difference 
test and A-not A with sureness (yes-no rating) tests. This is partly obtained by interfacing the ordinal 
package [3]. Power estimation functions are also provided in the ordinal setting. In addition, support is 
provided for replicated tests via Beta-Binomial and chance-corrected Beta-Binomial models, ANOVA-
like models for d-prime values with posthoc testing, as well as ROC curves and AUC facilities. 
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Extending R with compiled code is a great way to achieve good performance. Using C++ to rewrite critical
parts has become a popular approach in R package development. For years, Rcpp [1] has defined the best
bridge between R and C++.

In 2011, the C++ standards committee released the C++11 standard [2]. In 2013, major compilers (gcc,
clang) have shipped versions of their tools that are feature complete. In April 2014, R version 3.1.0 was
released with some special support for C++11. It is time to start using it. C++11 is a major update over the
previous version of the C++ standard. It is a combination of various features that make C++ a much better,
more expressive language [3].

Rcpp11 is a complete rewrite of the Rcpp library, it takes advantage of C++11 to make the user experience
of combining R and C++ even better and more future proof. Rcpp11 was also an opportunity to review
the code base of Rcpp, identify mistakes and fix them. Rcpp11 is a smaller, cleaner implementation of the
Rcpp api, written with C++11 in mind.

During this talk, I will introduce Rcpp11 with a few simple examples.

References

[1] Eddelbuettel, D. and R. François (2014). Rcpp: Seamless R and C++ Integration. R package version
0.11.1.

[2] ISO/IEC (2011). C++ 2011 standard document 14882:2011. ISO/IEC Standard Group for Information
Technology / Programming Languages / C++.

[3] Stroustrup, B. (2013). The C++ Programming Language (4th ed.). Addison-Wesley.

18 useR! 2014, Los Angeles, USA



Using SPRINT and parallelised functions for analysis of large data on 
multi-core Mac and HPC platforms 

 
Eilidh Troup1*, Thorsten Forster2, Luis Cebamanos1, Terence Sloan1, Peter Ghazal2 

 
1. Edinburgh Parallel Computing Centre, University of Edinburgh, Edinburgh, UK 

               2. Division of Pathway Medicine, University of Edinburgh Medical School, Edinburgh, UK 
*Contact author: e.troup@epcc.ed.ac.uk 

 
 
Keywords: HPC, Big Data, Genomics, SPRINT, Parallelisation 

  
We here present computation performance (CPU time, memory requirements) increases we can obtain in 
the analysis of large biological (or other) data sets through use of the SPRINT package (www.r-sprint.org).  

With the arrival of “big data” (microarrays, screens, next-generation sequencing) in the life sciences, 
standard analyses of these data for regular users of R now run into severe issues of computation time or 
computer memory. Many projects (including parallelisation efforts of the R core) offer R packages and 
functions that allow programming of solutions for large-scale analysis problems. However, these usually 
require familiarity with HPC programming as well as sufficient and funded time to employ, which is 
feasible for one-off analysis problems but impractical for common analysis methods. 

To make High Performance Computing (HPC) solutions available to R users without HPC experience, we 
started development on the SPRINT package in 2008. It allows these users straightforward use of already 
implemented parallelised versions of many relevant R functions on multi-core Macs as well as large-scale 
clusters/HPC platforms like the UK’s HECToR or ARCHER (we have also tested on Amazon Elastic 
Compute Cloud). In addition to addressing speed-critical problems, we also address memory-critical 
problems. 

We will here introduce recent upgrades to SPRINT, discuss for regular R users how to use SPRINT and 
for users with HPC background how our parallelisation strategies are particularly aimed at problems that go 
beyond ‘simple’ task farming. We outline case examples for use of SPRINT as well as performance and 
limitations of our approach in context of biological high-throughput data (although most individual 
functions are generically usable for other larger data sets). 

Based on our needs and those we established in R user surveys, we currently support parallelised versions 
[1] of original [2] functions (our function names add prefix ‘p’, apart from pmaxt, which is based on 
mt.maxT) that are essential in clustering, classification and non-parametric statistics when applied to very 
large data sets: pstringdistmatrix, pboot, papply, pcor, ppam, prandomForest, 
pmaxt, pRP, psvm. 
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When implementation a programming language like R, one of the biggest challenges is ensuring correctness
of the many runtime functions that are part of Rs environment. For example, most of the extensively used
operations like arithmetics are implemented in C. Overall current GNU R relies on 695 internal functions
implemented in C. Constructing test cases for every function separately does not seem practical. We attack
this problem with an automated method using the existing GNU R test suite. This test suite emerged with
the evolution of R, but two main problems arise when trying to use it for testing a new implementation of R
such as FastR. Firstly, it is not possible to tests functions separately, thus running the whole suite requires
full implementation of all internal functions. Another problem is that errors in this test suite are hard to
interpret. Where did the error come from exactly? How do we localize it?

This project presents an approach to generating a concise test suite that can be used for unit testing Rs
internals. Our goal was to create a test suite for in internal functions that can be used to test each function
separately, while maintaining the same code coverage level as regression test suite does. Our approach is
based on instrumenting the R VM to capture calls to built in/special functions and generates test cases based
on captured information. As a lot of those calls are redundant in terms of code coverage, we are also filtering
them based, on the impact on code coverage.

We will explain the status of the project, and current results compared to full R test suite. Currently, we were
able to generate tests that cover more that 80% of what R test suite covers while shrinking test suite size to
only 3000 function calls. We will provide some thoughts about how this can be used for creating test suites
for R packages and where to go from there.
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The R Commander provides a graphical user interface (GUI) for R based on standard menus, buttons, and
dialog boxes. Implemented in the Rcmdr package [4], the R Commander uses Tcl/Tk widgets via the tcltk
package [6], which is included in the standard R distribution. As a consequence, the R Commander is simple
to install and use on all of the computing platforms on which R commonly runs — Windows, Mac OS X,
and Linux/Unix. The R Commander also uses the message-translation facilities in R [7], and it has been
translated into a number of different languages.

Since its introduction about 10 years ago [2], the R Commander has evolved substantially. An early in-
novation was the capacity to accommodate plug-in packages [3], which extend the capabilities of the R
Commander, and more than 30 of these are currently available on CRAN. Recently, we introduced version
2 of the R Commander, which incorporates a variety of interface improvements, including tabbed dialogs;
a more consistent appearance employing themed Tcl/Tk widgets (thanks to the tcltk2 package, 5); Apply
buttons that reopen dialogs in their current state after executing R commands; and the automatic generation
of reports using editable R Markdown and LATEX documents, via the markdown [1] and knitr [8] packages.
These documents compile respectively to HTML and PDF files at the press of a button in the R Commander
interface.

The overall goal of the R Commander remains largely unchanged, however: To provide a simple, intuitive,
extensible GUI to R, primarily for basic and occasional use of R, such as in introductory and intermediate-
level statistics courses, as an open-source alternative to GUI-based commercial software such as SPSS.
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McKinsey & Company is a global management consulting firm, serving 90% of the world’s largest 

companies. As part of the growing analytics team at McKinsey, we strive to ensure that leaders at these 

organizations recognize the importance and value advanced analytics can make.  Our work frequently 

entails building analytics teams, piloting new methodologies, and finding new and innovative ways to 

serve our current and future clients. Our clients and colleagues are unfamiliar with advanced analytics, 

but increasingly understand its importance.  With the help of Shiny, other packages and even externally 

integrated software, we now create rapid analytic prototypes that change the types of end-products we 

offer, and the ways in which we interact internally and externally.   

 

We plan to discuss the means by which these prototypes solve multiple problems we face in delivering 

advanced statistical analysis including 1)demystifying the analytics “black box” 2)Productizing rapid 

tool development so it can be made by statistical professionals and 3)offering end-products we can pass 

off to enterprise software developers for full-scale applications.  We’ll then demonstrate products we’ve 

created which go well-beyond most toy examples, and are full-fledged applications. Finally, we’ll 

discuss our process for doing so at speed, thanks to a custom-built framework we share and develop 

with each new product we create. 
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This paper proposes a hierarchical Bayesian Binomial logit model to verify the effectiveness of 

identification of information processing route via the elaboration likelihood model (ELM). The 

proposed model evaluates the influence of changes in recognition and behavior of consumers by cue 

information and the number of advertisement contacts. The concept of ELM leads to the identification 

of the two information processing routes, but the proposed model identifies also three initial states of 

advertisement targets. We examined the effectiveness of segment classification by estimating different 

parameters of 6 segments through a unified model. Analyses were conducted by using two sets of 

single-source data of two new products in different categories and two data sets of different elapsed 

time for one of the new products. Four models of different combinations of information processing 

route/initial states were compared to examine the validity of our proposed model. Our proposed model 

with six segments were selected as the best model by the information criterion, DIC. This shows that 

there are statistically significant differences on recognition and behavior changes among different 

groups in terms of the information processing routes and the initial states.  
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rapport is an R package aimed at creating reproducible and reusable statistical report templates. The goal
of this talk is to discuss rapport’s unique approach to report reproducibility through a blend of literate
programming and template-based reporting, that allows the user to replicate his analysis against any suitable
dataset, by means of a simple R command.

We will discuss the usage of YAML-flavoured inputs of the template’s header that one can match against
the dataset variables or custom R objects in order to produce a report, then we will focus on how rapport
uses brew-style tags in order to evaluate R chunks and how is the output of the evaluated expressions
automatically converted to markdown with the pander package – to be transformed to various document
formats with pandoc.

The pander backend will also be highlighted, which provides a robust cache engine, applies a uniform look
to all the graphics, lattice or ggplot2 plots and permits the manipulation of template parts via R control
structures.

The talk will end with an overview on the (dis)similarities with packages like brew, Sweave and knitr.
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Nowadays, cloud computing systems are becoming more common, especially the SaaS (Software-as-a-

Service) enterprise system. One of the key features of an enterprise system is the CRM (Customer 

Relationship Management) area. Salesforce.com [1] is a well-known SaaS-based CRM service [2]. 

Companies using these kinds of SaaS services need to retrieve datasets from them, in order to run their 

statistical analyses, since the data is stored inside cloud servers. 

 

I have developed an R-Package called “RForcecom” [3], which provides a connection to 

Salesforce.com and Force.com via REST API. RForcecom has various features to which enable 

datasets to exchange information with Salesforce.com and retrieve a dataset, delete, create, update and 

upsert records in Salesforce.com. In addition, it has an SOQL (Salesforce Object Query Language) and 

an SOSL (Salesforce Object Search Language) interface to query and search records. 

 

In this presentation, I'm going to illustrate with the aid of an example relating to the analysis of CRM 

data using RForcecom. My example contains some procedures: first, retrieving a dataset from 

Salesforce.com using RForcecom; second, extracting high-frequency keywords and buzz-words using 

a Natural Language Processing (NLP) algorithm; and finally, visualizing the words as a word cloud, 

which will assist corporate staff, managers and executives to grasp their consumers’ voice. 
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DataCamp [1] is an online interactive learning platform for R. It offers learners the ability to work with 
R in their browser and receive instant feedback on their statistical analysis (through automated 
correction). Furthermore, it offers teachers and trainers the possibility to create interactive online 
courses themselves using R Markdown [2] and using the same syntax as the slidify package [3].  

To enable the use of R on the web, DataCamp leverages the functionality of the Rserve package with 
enhanced security provided by the RAppArmor package. In terms of web technologies, DataCamp 
uses open-source frameworks like AngularJS, NodeJS and Ruby on Rails. We briefly discuss the 
advantages and disadvantages of these technologies to bring R to the web and how they have been used 
in both DataCamp and our side-projects: Rdocumentation.org and R-Fiddle.org.   

The creation of interactive R exercises is easy and transparent through the use of R Markdown and the 
structure imposed by the slidify package. We discuss step-by-step how to create these interactive 
exercises with a focus on how the interactivity is achieved through Submission Correctness Tests, aided 
by the datacamp R package [4]. After the talk, you should be able to create your own interactive course 
on DataCamp.  

Students learning through a web-based interface has many advantages. One key advantage is that large 
amount of data can be collected on how students are learning. It’s our goal to collect useful information 
that allows teachers to improve their courses and grade their students in a data-driven way. By 
partnering with the Coursera courses of Dr. Mine Çetinkaya-Rundel [5] and Prof. Dr. Eric Zivot [6], in 
the last 2 months DataCamp has taught over 30.000 students who submitted over 1 million exercises 
about basic R, basic statistics and computational finance. We discuss the key insights on online learning 
for R based on this data. 
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Effect displays, introduced by Fox [2] for generalized linear models, visualize the response surface of com-
plex regression models by conditioning and slicing the surface, producing a sequence of 2D line graphs
representing the response surface. These displays are implemented in the effects package for R [3, 4].

Partial-residual plots, also called component-plus-residual plots, visualize lack of fit, traditionally in rel-
atively simple regression models. The properties of these graphs were systematically explored by Cook
[1].

We combine partial residuals with effect displays to visualize lack of fit in complex regression models, plot-
ting residuals from a model around 2D slices of the fitted response surface. Employing Cook’s fundamental
results, we discuss and illustrate both the strengths and limitations of the resulting graphs.

This extension to effect displays is implemented for generalized linear models of arbitrary complexity in the
development version of the effects package.
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In ZestFinance, we have developed a fully automated process with R to improve the quality 
and efficiency of business reporting. This process uses RMySQL to retrieve raw data from our 
database, summarizes and structures the data into report ready format in R, and then 
uses xlsx to write data into Excel template to create the final report. The R script is run 
automatically by a cron job and the final report is sent to users by email. Additionally, 
Markdown and knitr are used to publish ggplot2 objects on an internal website that is 
updated on a daily basis. The automated process improved report quality and reduced analyst 
staffing needs by 0.5 FTE (full-time equivalent).  
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The Arborist is an implementation of the Random Forest algorithm (Breiman 2001) invocable through an
R package interface. The software is tailored for high performance, with execution time scaling linearly
in both predictor and row count. Both regression and categorical cases are supported, with no limit on
the number of factor levels in either the response or the predictors. In addition to standard features, The
Arborist offers quantile regression, missing-value handling, and automatic resampling.

The Arborist’s interface with R employs the Rcpp template extension, allowing the software to be invoked
by package. Specialized GPU versions are under development, but a general-purpose, multicore version is
being made available under MPL-2 license.

We describe the organization of the software and compare performance with other implementations of the
Random Forest algorithm.
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The analysis of categorical data can often be challenging, especially when multiple nominal variables are
involved. The major problem is the lack of naturally defined distances and orders. Visualisations reveal
information in datasets, especially when they are backed up with flexible ordering options.

This talk presents joint reordering, an approach for emphasising associations between categorical variables:
Each variable is reordered in a way that is optimal given the orderings of the other variables. The optimality
criterion used is the Bertin Classification Criterion (BCC) [1]. Two algorithms are presented, the general
BCC reordering algorithm and a stepwise procedure tailored for the optimization of CPCP plots [2], an
extension of Parallel Coordinates for categorical data.

The main example discussed makes use of the big US airport dataset that was the subject of the 2009 JSM
Data Expo. Results are visualised using both fluctuation diagrams and CPCP plots.

The reordering and visualisation techniques described are available in the R package extracat [2].
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Many predictive models require parameter tuning. For example, a classification tree requires the user to
specify the depth of the tree. This type of “meta parameter” or “tuning parameter” cannot be estimated
directly from the training data. Resampling (e.g. cross-validation or the bootstrap) is a common method for
finding reasonable values of these parameters (Kuhn and Johnson, 2013). Suppose B resamples are used
with M candidate values of the tuning parameters. This can quickly increase the computational complexity
of the task.

Some of the M models could be disregarded early in the resampling process due to poor performance.
Maron and Moore (1997) and Shen el at (2011) describe methods to adaptively filter which models are
evaluated during resampling and reducing the total number of model fits. However, model parameter tuning
is an “embarrassingly parallel” task; model fits can be calculated across multiple cores or machines to reduce
the total training time. With the availability of parallel processing is it still advantageous to adaptively
resample?

This talk will briefly describe adaptive resampling methods and characterize their effectiveness using parallel
processing via simulations.
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The knitr package (Xie 2013a) is a general-purpose tool for dynamic report generation in R. In this talk,
we first introduce the basic idea of dynamic documents (Xie 2013b) using simple LaTeX and Markdown
examples. Then we show some less well-known applications of knitr, including

• spin() for the lazy and impatient: generate a report from an R script
• some RPubs gems (http://rpubs.com)
• web applications such as the Rcpp gallery and Vistat
• R package vignettes using knitr, and the Gangam style (Docco style)
• how the knitr book was written using LyX + knitr
• boosting Markdown using Pandoc (yes, you can have Word as desired)
• AsciiDoc for O’Reilly books
• language engines: executing shell scripts, Python, and Julia code via knitr

We hope these demos can uncover some potential of knitr and R, especially when they are integrated with
third-party software packages.
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ctsmr (http://ctsm.info) is a new R package providing a framework for identifying and estimating
stochastic grey-box models. ctsmr is the continuation of CTSM[4]. A grey-box model consists of a set of
stochastic differential equations coupled with a set of discrete time observation equations, which describe
the dynamics of a physical system and how it is observed. The grey-box models can include both system
and measurement noise, and both nonlinear and nonstationary systems can be modelled using ctsmr.

The estimation is based on one or more independent datasets using maximum likelihood (or maximum a
posteriori estimation) and Kalman filtering. ctsmr automatically distinguishes between linear or nonlinear
stochastic state space formulations and applies either the regular or extended Kalman filter.

A model in ctsmr is built around ReferenceClasses. State and measurement equations are added
sequentially forming a complete model. The model is subsequently translated into Fortran and compiled for
speed. The likelihood function is usually optimized using a quasi Newton method using finite difference
approximations of the gradient. The gradient is computed in parallel using OpenMP.

CTSM and ctsmr has been successfully applied to a range of applications. A few examples are: heat
dynamics of thermal systems (walls and buildings[1], BIPV[5]), solar and wind power forecasting[3], solar-
activity[7], pharmacokinetic/pharmacodynamic[2] and rainfall-runoff forecasting[6].

The upcoming version of ctsmr includes sensitivity analysis for computing the gradients and a mixed-effects
extension.
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One of the major hurdles for companies and research institutions that are already using statistical 

software and are willing to move to R is the migration of the existing scripts. In many cases, these 

scripts contain thousands and thousands lines of code and have grown dynamical over years and 

decades. Given this, it is time consuming and expensive to prove that R is capable to solve the specific 

analytic processes with a similar outcome.  

translateR is an approach to ease the migration of code and scripts to R. It consists of a cloud based 

translation engine and an R-package. The translation engine takes an SPSS or SAS script and returns a 

script that does the same in R. The translation is not “literally”, but in functions that are provided by the 

translateR R-package. These functions resemble their SPSS/SAS counterparts in naming and input 

parameters. Additionally, the package provides a dataframe-like class which can keep attributes like 

user defined missing values or value labels with negative or non-consecutive values.  

translateR can be used for migration and proof-of-concepts projects, as a starting point to learn R or as a 

convenience layer. In addition, its data-class can be used standalone by R users who want to benefit 

from enhanced data attributes.  
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Computational Intelligence (CI) is a field within Artificial Intelligence that has drawn the attention of a
numerous community of researchers and practitioners. This field is concerned with computational meth-
ods inspired on nature and language and targeted for complex real-world problems for which traditional
approaches are innefective or infeasible. While a number of different techniques are included within CI, a
special effort is made towards their fusion and hybridization looking for systems that gather the stong points
of the original components. In particular, CI hosts artificial neural networks, evolutionary algorithms, fuzzy
systems and rough sets. Our group is actively involved in developing R packages for different heavily used
CI techniques: e.g. RSNNS, Rmalschains, frbs and RoughSets.

On the other hand, Cloud Computing has emerged along last years as a new computing paradigm and is
steadily gaining traction. It represents an attractive alternative for short usages of supercomputing facilities,
particularly boosted by the Big Data push.

We present the advances in a new project whose objective is to develop a Platform as a Service (PaaS)
in a cloud computing platform —OpenNebula is used as IaaS— which offers the computing processing
capabilities of R for Big Data. This software allows the development and easy scaling of data analysis and
modeling tasks based on CI techniques.
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We introduce a new R package waveCUDA that performs CUDA-accelerated Discrete Wavelet Trans-
forms (DWTs). Whilst there are existing libraries available in R for wavelet analysis, notably waveslim,
wavethresh and wmtsa, these do not use the GPU (Graphics Processing Unit) for accelerated computation.
GPUs are highly parallel by construction, and CUDA allows programmers to take advantage of this using
explicit parallel programming.[1] There are already some R packages that do parallel computing using GPUs
such as gputools and HiPLARM.

The DWT, with the exception of the Haar transform, is not parallelisable using the traditional pyramid
algorithm. However, Wim Sweldens developed the Wavelet Lifting Scheme which is both parallelisable and
allows for calculations to be made in-place in memory.[2] Some authors have successfully written CUDA-
accelerated DWTs (e.g. [3]) - but waveCUDA will provide a suite of functions for CUDA-accelerated
wavelet analysis in R. This package is in development and will gain features over the course of time. At the
time of writing, we have implemented transforms with filter lengths up to 4, with significant speed-ups over
serial C code.
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A high portion of information can be related to place. But the processment of this relating information
has long been difficult due to lacking data sources and processing power. Numerous R-packages have been
developed recently, which provide tools to read, visualize, and analyze spatial data.

In social sciences it is increasingly common to deal with observational data in their spatial context. The
analysis of geographic locations and their attributes is of growing importance for research in social sciences
and humanities.

In the presentation these two areas are combined. The R-packages sp, ggmap and rgeos are employed
to process spatial informations. Examples are applied to highlight the additional benefit of geographic
associations. The R-package osmar enables the UseR to benefit from the high level informations of the
Open-Street-Map project. The derived data is for example used to describe geographic disparities in the
selection of pre-school establishments. The underlying hypothesis is that the neighborhood social context
plays a big role in this coherence.

The aim of this work is to highlight possibilities of using relevant information on the surroundings to provide
a more accurate picture of social phenomena.
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Chronic Kidney Disease (CKD) is an increasingly concerning worldwide health problem [1]. Our client is
a local independently owned pathology laboratory which processes approximately 1200 renal function tests
per day from a catchment population of approximately 750,000 people. When our client needed to filter
test results for healthy patients out from those that were showing decreased kidney function we decided to
create an automated filtering system. With respect to those patients showing less than fully healthy kidney
function, we needed to identify which patients needed more active human monitoring due to changes in their
circumstances, versus those that were currently stable and could have less active human monitoring.

We have processed each patient’s history of test results using R to create a single-page pdf document that
can then be supplied to the relevant medical staff. The automated system is running in near-real time, as
batches of test results are being processed every fifteen minutes.

The document created shows the medical practitioners the patient’s history in graphical form, along with
some additional information inspired by Shewhart methodology. The standard control chart is presented
in conjunction with exponentially weighted moving average and CUSUM charts. A recommendation for
the timing of the patient’s next renal function test is also given. While all patients who are tested have the
graphic-based pdf file created, this is not sent to the patient’s general practitioner but is stored in a repository
that is available to them and the specialist clinician. We do generate an e-mail message that informs the
general practitioner when the patient should next be tested and indicates how the patient’s condition is going
to be monitored in future. Meanwhile, the specialist clinician is sent a prioritised list of patients whose cases
do need more active attention.

The system is implemented in such a way that allows the client’s IT team (not versed in R or statistics) to
make changes to the messages (in textual form) sent to the patient’s general practitioner and/or specialist.
Any cosmetic changes requested by our client can be implemented in the source code and tested offline,
before being transferred over to the implementation server.

Our findings thus far are that our automated filtering has not made a single false negative call, although we
do make a higher number of false positive calls as a consequence. Time savings for the clinicians that had
to monitor the test results one by one prior to implementation, look extremely promising.
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Inference on gene regulatory networks from high-throughput expression data turns out to be one of the
main current challenges in systems biology. Such interaction networks are very insightful for the deep
understanding of biological relationships between genes. In particular, a functional characterization of gene
modules of highly interacting genes enables the identification of biological processes underlying complex
traits as diseases. Inference on this dependence structure shall account for both the high dimension of the
data and the sparsity of the interaction network.

The R package FANet provides a powerful method for estimating high dimensional co-expression networks.
Extending the idea introduced for differential analysis by Blum et al. [1] and Friguet et al. [2] we suggest
to take advantage of a low-dimensional latent linear structure of dependence to improve the stability of
correlation estimations. We propose an EM algorithm to fit a sparse factor model for correlations and
demonstrate how it helps extracting modules of genes and more generally improves the gene clustering
performance. Two functions are available in FANet package in order to introduce sparsity in the network
estimation. One function is based on a LASSO estimation using a cyclic coordinate descent algorithm. As an
alternative, the second function is based on biological knowledge integration as Gene Ontology annotation.
Finally, FANet results can serve as an input for WGCNA (Langfelder and Horvath [3]) procedure for gene
modules detection.
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Research is becoming increasingly data intensive and computation driven across various scientific 
domains from the social and life sciences all the way to particle physics. Many new scientific insights 
will likely emerge from vast stores of existing data, rather than from new data collection efforts. In 
addition, funder and journal mandates now require that researchers share at least the final datasets at the 
time of publication.  

rOpenSci is an effort to foster such data driven science among researchers that use R. Our suite of tools 
(http://ropensci.org/packages/) allow access to these data repositories through a statistical programming 
environment that is already a familiar part of the workflow of many scientists. Our tools not only 
facilitate drawing data into an environment where it can readily be manipulated, but also one in which 
those analyses and methods can be easily shared, replicated, and extended by other researchers. In this 
talk we highlight some our recent efforts in advancing open and transparent practices in the sciences. 
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Disease has been humanities arch rival since the dawn of our existence. As such, we have been trying 

our best to understand its spread and proliferation. One of the most common diseases, Influenza, is also 

one of the most complex. To understand the complexities of its spread would greatly improve our 

ability to combat it and other diseases like it. Using R in conjunction with the package statnet, I have 

created a simulation of influenza transmission in an American high school based on real data collected 

from a study using RFID chips to collect information about the duration of close contacts (within 3 

meter) between students and faculty (Salathé[1]).  Combing this network data with simplified research 

done on influenza transmission (Potter[2]), I have crated baseline predictions for final size, duration and 

probability among other summary statistics per theoretical probability of transmission for a particular 

strain of the virus. After these baseline prediction have been simulated, I then used data on a known 

intervention strategy (Potter[3]) to determine the effectiveness of it in terms of a side-by-side 

comparison. 

After modeling the natural course of a disease alongside potential intervention strategies, the next 

natural step was to make a function using easily changeable attributes so that the simulation can 

encompass up to date information about transmission probabilities, contact duration length, or other 

variables used to simulate the epidemic or intervention. From these changeable attributes, one could 

easily specify other diseases so long as its transmission is known to be similar to influenza.  

Perhaps the most important function of this project is to create an interactive simulation to educate 

people on the effectiveness of intervention strategies as well as risks of epidemic given a certain social 

structure based on a given network of contact durations. These simulations are simple to understand and 

could be used and experimented on by anyone from middle-schoolers to policy makers. 
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Constructing a suitable machine learning model for a given data set or conducting large-scale comparison
experiments in this domain can be a tedious task in R for various reasons: First, there is no standardized
interface for learning algorithms in R. The technical ins and outs of each model and operation must be
understood and unified for comparison. Many implementations additionally require some sort of special
treatment, e.g. transformations of the input data or output results. For benchmark experiments, all this must
be embedded in a resampling strategy, where every learner works on the same training sets and is evaluated
on the same test sets. More complex statistical learners offer a large set of arguments to allow fine-grained
control of the algorithm. For a fair comparison, the arguments must be systematically varied, i.e. using
a grid, or, as more efficient approach, tuned by a modern algorithm configurator. Variable reduction and
selection is another routine matter. Combining all of these operations with a larger number of machine
learning models is not only time-consuming and error-prone to program, but can also easily lead to runtime
issues for more comprehensive benchmark studies.

The package mlr [3] tries to solve this problem by providing abstractions for learning task, learning ma-
chines, resampling strategies, performance measures, tuning algorithms, variable selection methods and
other common operations. Its intent is to offer a clean, easy-to-use and flexible domain specific language
for machine learning experiments in R. It currently offers around 30 classifiers, 20 regression models, most
well-known resampling strategies and all popular performance measures. There is also a novel support
for survival models and cost-sensitive learning. The package provides several hyperparameter tuning al-
gorithms. These range from very simple random searches to modern approaches based on evolutionary
strategies or iterated f-racing. Variable selection is possible through various filter and wrapper approaches.

The clean, abstract interface enables learning algorithms to be enhanced or extended, by chaining the basic
method with other useful operations. Examples are generic bagging, adding feature imputation (or other
preprocessing) or adding self-tuning.

Parallelization can be triggered on many different levels of a typical mlr workflow, e.g. for outer or inner re-
sampling, tuning or variable selection operations. Many popular parallelization back-ends, e.g. parallel [4]
or BatchJobs [2], can easily be selected by the user, as mlr internally uses the parallelMap [1] package for
this.
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data.table : fast and flexible data manipulation
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The data.table package inherits from and extends data.frame aiming to reduce two types 
of time :

 1. programming time (fewer function calls, less variable name repetition)

 2. compute time on large data (e.g. 64bit with 8GB+ RAM)

The package offers fast aggregation of large datasets, fast ordered joins, fast add/modify/delete 
of columns by group using no copies at all, list columns where each cell can itself be a 
vector/object and a fast file reader: fread(). Although the speed benefits are greatest on large 
datasets (1GB – 100GB), many also use it on small datasets for its brief and flexible syntax.

The general form, including chaining is :

DT[where, select|update, group by][order by][ ... ]...[ ... ]

Currently there are 5
 active contributors to the project, mainly from Genomics and Finance.

The presentation covers the essential syntax illustrated with examples.

 Creating a data.table
 Fast and friendly file reading with fread
 Basic query syntax
 Keys (setkey)
 Update by reference (:= and set*)
 Ordered joins forwards, backwards, limited and nearest
 List columns (each cell can itself be a vector)
 Why R?
 Recent new features
 Future directions
 Quality assurance (1,000 tests, release procedures)
 A review of online help (1,200 Q&A on Stack Overflow’s data.table tag)
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LeSage and Pace [2] describe several models for Spatial Econometrics and provide some software to fit them
in the Spatial Econometrics Toolbox for Matlab (http://www.spatial-econometrics.com/).
Many of these models rely on spatially autoregressive effects, such as

y = ρWy +Xβ + ε (1)

where y is a vector of observed data, ρ a spatial autocorrelation parameter, X a matrix of covariates with
associated coefficients β and ε is a Gaussian random error. Equation (1) can be rewritten as

y = (In − ρW )−1(Xβ + ε) (2)

which shows how the response y depends on some latent spatial effects.

In this work we will introduce the use of the Integrated Nested Laplace Approximation [3, INLA], as im-
plemented in the R-INLA package, to fit a wider range of spatial econometrics models. INLA provides a
suitable methodology to estimating the posterior marginal of the model parameters when the latent effects
are Gaussian Markov Random Fields. Some latent effects are implemented in the R-INLA package so that
models can be defined and fitted similarly with the inla() function, similarly as with glm() or gam().

We will consider two different approaches. The first one is described in Bivand et al. [1] and it is very helpful
when the latent model that we need is not implemented in R-INLA. Instead of fitting the required model,
this method is based on fitting that model after conditioning on different values some of the parameters in
the model and then combining them using Bayesian model averaging (with package INLABMA) to obtain
the desired model. These conditioned models are often simpler than the original model and can be easily
fitted with R-INLA.

The second approach is based on a newly implemented latent model that provides random effects required
for several spatial econometrics models as in equation (2). This approach to model fitting is preferable
because it is completely implemented in R-INLA and does not require any other external code.

Finally, we will describe how to use these models on two real datasets on the housing value in Boston and
the probability of re-opening a business in New Orleans in the aftermath of hurricane Katrina.
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In this study we look at the geographical and frequency distribution of different types of Anglicisms in                                 
tweets in Spanish. In the first part of the study we distinguish different types of Anglicisms according to                                   
several criteria: their degree of official acceptance into the language, their structural characteristics, their                           
extension, and the availability of alternative expressions in the Spanish language for the same concept.                             
One recurrent question in the literature about loan words, particularly in language contact situations, such                             
as Spanish in the USA, is how frequent loan words really are. Does a language contact situation heavily                                   
influence –and if so, how heavily­ the frequency of use of loan words from one language to another? A                                     
related question is which types of loan words are more frequent [1]. Previous works have contrasted                               
loan word presence in bilingual and monolingual speakers [2] or offered a percentage of their frequency                               
in different corpora [3], but no further statistical analysis was presented. In this work, we won’t look at                                   
who is producing loan words, but rather where they are being produced.

Using a spatial data analysis [4] we will study the geographical frequency of a set of over 250 
Anglicisms. We have used R packages streamR for the data collection and different packages from the 
Spatial Task View for the visualization and spatial data analysis. We have produced maps to summarize 
the main results and to show the spatial distribution of Anglicisms types that we have found in tweets in 
different Spanish speaking countries. In this way, we will show the “hottest spots” for the use of the 
different types of Anglicisms. And we hope to answer geographically the question of how language 
contact might influence loan word frequency.
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The data model introduced in S [1], which includes vectors (no scalars), multi-dimensional arrays, lists, 

data frames, functions as objects, and metadata in object attributes, is clearly one of the most successful 

and long-lived in data analysis.   The introduction of open source R, r-project.org [2], and CRAN, set in 

motion the pervasive use of the R software environment for data analysis and statistical computation we 

participate in today.  Indeed, the early limitations of S and R, notably in the analysis of very large data 

sets, in highly interactive graphics, and in providing an integrated collaborative development 

environment, are even now being effectively addressed and overcome. 

A different approach to computational data analysis is to shed R (for now) as a software environment.  

Instead, computation is by discrete lightweight standalone tools in a shell environment.  Data objects sit 

in distinct files instead of as R objects.  UNIX tools for system administration, such as sort, cat, paste, 

and join, are a starting point in assembling a large set of standalone executables for data analysis, the 

journeyman’s toolkit.  The functions are programmed in Perl, Python, Korn shell, and Cymbal [3]. The 

specific language used is not important, except that each language supports some constructs more easily 

than does R, which in turn influences how a data analysis task is designed.  For example, in Perl, each 

array may contain data of different types (as in, rows of a data frame in R), text manipulation is 

primary, numerical analysis is secondary, and hierarchical hashes and arrays are very general.  

The data model is at core that of S and R, and the journeyman’s toolkit has analogs of apply, 

aggregate, reshape, duplicated, print, subset, seq, etc., as one would expect.   

However, compared to their R counterparts these standalone functions typically do more operations 

(with one or more versions possibly of the base function), accept more complex inputs, and offer more 

output options.   For example, duplicated can return duplicated values in one or more variables 

conditional on a set of conditioning variables (tapply anyone?).  Or print will return formatted output 

with multi-row column headers, empty lines for spacing, and exception formatting for values with 

unusual width. 

To take this a step further, the toolkit contains novel handling of metadata (for example multi-valued 

names attributes), list-valued fields (support for multiple field separators in the same record), analysis 

of arbitrarily large data files (including parallelization opportunities), and mini-languages (used for 

example in building Excel spreadsheets from flat files). 

I describe an R package jt which brings these modes of standalone analysis back into R. 
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This presentation will highlight the successes and failures blind people have had when using R for their
university studies and in their working lives. Primary focus is on the Windows operating system but consid-
eration of the use of R under Linux will also be briefly discussed. A practical demonstration from the author
(himself blind) completing some basic tasks in R using a free open source screen reader known as NVDA
will be given.

The benefits of R to the blind user are numerous [2]. Of particular note are: R is extensible; R is not reliant
on a graphical user interface (GUI); R’s help functionality is available in plain HTML; R has strong links to
LATEX; and, R can be used within minutes of installation as there are no additional setup tasks to complete.

Major issues with R are therefore relatively few when compared to other statistical software options [3]. In
the majority of situations, these difficulties are easily avoided — some might say that the shortcomings are
limited to those bells and whistles that are optional for any other R user. perhaps the most important request
would be to use scalar vector graphics (SVG) as a standard file type for graphs, including being an option
for the savePlot command and the save as item in the pull down menu of a graphics device window.

Further to this is a secondary list of “nice to have’s” including: Creation of all package vignettes into HTML
instead of pdf files, perhaps using the knitr package [4] which is currently only an option for package de-
velopers; An accessible integrated development environment (IDE) because RStudio is not yet an accessible
option; and, more accessible options for a GUI that aids the novice user that is blind.

Developments in the BrailleR package [1] have started to meet the needs of blind users but there are some
stumbling blocks. Critical among these are the lack of assigned classes to graphical objects, and finding
substitutes for the not fully accessible R console under Windows, such as being able to open a script window
when working with R in terminal mode.
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We develop a model for the space time distribution of tornado count data aggregated yearly over counties
in Kansas in the USA. We use a Bayesian model to analyze local counts. A hierarchical model is chosen,
in which the local counts are assumed to have a negative binomial distribution when conditioned on the
distribution’s mean and count parameters. Next in the hierarchy, the mean and count parameters each have
a distribution, where the mean is assumed to be a spatial Gaussian process. The spatial Guassian process
is composed of a mean that is linearly regressed onto local and global covariates. Both the intercept and
the coefficients are allowed to vary spatially using intrinsic conditional autoregressive (ICAR) priors [1].
Finally, the model is fit by an INLA (Integrated Nested Laplace Approximation) [4] using the R-INLA [3].

We demonstrate the use of the R package rgdal to read in the tornado shape files, with R packages maps
and maptools to generate a counties shape file. We use functions from the R sp and spdep packages to
overlay tornado tracks onto the counties and generate a spatial neighborhood list [2], followed by ddply()
from the plyr R package to generate yearly county tornado counts. We perform our analysis using R-INLA
package to estimate posterior densities and means. We generate publication quality plots of these results
using the ggplot2 R package [5]. The example code and presentation will be created using R-Studio and
published on Rpubs.
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We have been developing TIBCO Enterprise Runtime for R (TERR), an Open Source R compatible engine
for several years. I will describe the testing processes we have created for this engine. We are testing for
both numerical correctness as well as compatibility with Open Source R. We have developed a framework
that uses a large portion of the tests from our extensive collection of S-PLUS test suites. Several packages
that we have developed for this testing will be presented.

Testing of packages from CRAN is another challenge. We have created a system for testing packages with
both TERR and R. We will describe how the system automatically creates tests from a package’s source
files. Issues with stochastic algorithms and testing on multiple platforms will be discussed. Suggestions for
improving packages with tests will also be presented.
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In this talk, I will discuss rCharts [1], an R package to create, customize and share interactive visualizations
straight from R, using a consistent plotting interface, leveraging several existing javascript visualization
libraries.

The advent of javascript visualization frameworks like d3.js [1] and raphaeljs have made it easier to create
sophisticated interactive visualizations. However, it requires deep knowledge of web development tools,
making it harder to use for data scientists, who often spend a lot of their time analyzing data using languages
like R/Python/Julia. Moreover, data scientists are often used to creating plots with a few lines of code, as
opposed to building a plot up from scratch, as is often the case with interactive plotting libraries.

The main motivation behind this work is to provide data scientists a seamless workflow that allows them
to execute all steps of the data visualization process, from acquiring data to exploring it, visualizing it,
and sharing the results as an interactive presentation, without having to leave the comfort of their primary
language for data analysis.
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Many exploratory data analysis (EDA) tools involve the use of a GUI that exposes the analyst to a very
limited set of options for viewing and summarizing data. Alternatively, interactive languages such as R offer
an incredibly flexible environment to facilitate data exploration, at the expense of having to repeat basic
operations such as bivariate plots and tabular summaries repeatedly to gain deeper insight into the data.

Two popular R IDEs, Emacs ESS and RStudio, have incorporated useful shortcuts to help analysts with
the mechanics of EDA. For example, the user can view which R objects have been created in the current
workspace, create plots of those objects where appropriate, and inspect the structure and contents of objects.
While useful, these features are IDE-specific, and neither flexible nor extensible.

Increasingly, the web browser is a platform not just for information retrieval and display, but for interactive
applications. External processes such as R can communicate with modern web browsers through standards
like websockets. The spyre package is a hybrid of the two EDA approaches above. It allows an R user
to inspect data through the familiar interactive command-line environment, while simultaneously offering
browser-based GUI features to facilitate common tasks when exploring data. Spyre brings R-based EDA to
the browser.

Spyre communicates with a running R process through the use of the websockets package, and does not
block the R process while running. In other words, the user is still able to use R interactively through the
command line while Spyre is running. As new objects are created in the R process, Spyre becomes aware
of them and allows the user to view basic information about the objects, plot them, and view customized
summaries. Because the underlying communications are done through websockets, Spyre can be used with
any R IDE.

In the figure below, a basic Spyre session is shown. A list of currently available objects is displayed. When
clicked, a summary function based on that object’s class, in this case a factor, is called. Summary data
is sent to the browser via JSON. Spyre’s modular design allows an analyst to easily override or augment
any of the information sent between the R process and Spyre, using the jsonlite package. This allows the
summaries to be displayed in simple text form, or more advanced actions to be taken, such as using the d3.js
library to draw graphical summaries of the data. The wide availability of JavaScript libraries opens up many
possibilities for interesting applications using Spyre.

The next extensions planned for spyre include a data.frame explorer and an interactive regression tool.
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This talk will explore the intersection of data warehousing and data visualization. Data warehousing 
allows us to collect a depth of information about longitudinal trends while also retaining student-level 
details.  In this way, the interactive graphics we share with our colleagues can be manipulated to serve 
specific needs, but the process remains transparent and reproducible. I will describe how, at our 
institution, we warehouse student data and in turn share this data with our colleagues. Specifically, I 
will describe some of the warehousing functions in our privately used package, ecir, and why we 
created a package specific to our own institution and data. Additionally, I will share some of the 
visualizations that we share throughout our institution that make use of ggplot2 (Wickham, 2009), 
shiny (RStudio, Inc., 2014), and googleVis (Gesmann et al., 2013) and explain how data warehousing 
allows us to tell a more complete story of our students’ experiences. The figure below shows one such 
visualization. Although applications here are in the field of Education, this talk is relevant to anyone 
interested in how data warehousing can expand how data is shared, particularly with highly interactive 
graphics.  
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ETD, an abbreviation for extract-transform-display, is a design pattern that the Stitch Fix data team 
observed while building reporting and analytics dashboards in R, using the Shiny package. Formalizing 
this pattern reduces the complexity involved in creating web-based dashboards.  It also provides a 
templatized approach for creating dashboards and promotes re-use and encapsulation of R and data 
extraction code.  
 
Developing interactive web-based dashboards typically involves three distinct stages. First, the 
‘Extract’ stage pulls data from a data source - typically a relational database using SQL. This extracted 
data is pulled into an R data structure where complex calculations can be applied (e.g. cross-tabulation, 
cleansing routines, conditional probabilities, complex metric definitions, …etc.).  This is the 
‘Transform’ stage. Finally, the transformed information is displayed using standard R visualization 
packages like ggplot or googleVis.  This is the ‘Display’ stage.   This 3-staged workflow is analogous 
to the extract-transform-load2 (ETL) pattern prevalent in data warehousing.  The important distinction is 
the final stage where, rather than loading the data for system consumption, we are rendering the 
information for end-user consumption. 
 
Many data scientists lack the requisite skills to build web-based analytics dashboards. However, 
packages like Shiny provide a layer of abstraction that enables them to build web-based application in 
R without having to learn HTML, Javascript and CSS. Our ETD design pattern takes it one step further 
by taming the complexities of Shiny’s reactive programming framework and making it possible to 
templatize the creation of typical analytics dashboards. Using the ETD pattern in the development of 
Shiny dashboards helps our data scientists build complex web-based dashboards quickly while keeping 
our R code-base modular, clean, and extensible. 
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Even though there are many women using R, they are underrepresented at conferences and meetups. 
Thinking about that I created, in October of 2012, the R-ladies meetup group. It provides a friendly 
environment for women to learn and practice R and for networking. Based in San Francisco, the group 
has over 300 members with an average of 25 ladies at each event. Twenty meetups have happened so 
far, ranging from workshops for R beginners to multi-week meetings accompanying online courses such 
as Johns Hopkins’ Computing for Data Analysis [1] and Stanford’s Statistical Learning [2]. The group 
also provides a mailing list where members can post job opportunities and give and receive feedback on 
resume development and interview preparation. The goal of this work is to share my experience running 
the R-ladies meetup, and ideas on how to get more women into the R community. 
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Various cloud-based frontends have been or are being developed for the R statistical computing environment.
This talk compares and contrasts three: Rc2, RStudio, and RCloud.

Rc2 is a cloud-based, collaborative interface to R that currently works with client iPads and computers
running OS X. Rc2 is highly scalable and allows real-time research collaborations and high-performance,
big-data computing. The clients provide a native look and feel, but use HTML5 for generated output,
thus allowing development for other platforms. With Rc2, R sessions are no longer tied to a specific de-
vice/computer or user.

Rc2 is an Integrated Development Environment (IDE) designed for simplicity and ease-of-use, allowing
students or researchers to learn R without solely imposing a command-line interface. At the same time,
power users will find the system flexible enough to meet most of their needs, including the development of
R packages. Rc2 is organized by projects and projects can have multiple sharable workspaces. This allows
researchers to collaborate over the Internet without concern for code or data becoming out of sync.

The Java-based server side of Rc2 spawns R sessions (using Rserve). Rc2 is driven by and interfaces with
both SQL and NoSQL databases. Full support for Sweave allows users to easily include, update, and format
R output within LATEX documents for publishable papers. R markdown and other input types, e.g., SAS, are
also supported.

RStudio is a powerful, open-source IDE for R. It is provides a productive user interface to R that works on
all major platforms. A server version is also available for R code development over the web.

As an IDE, RStudio supports syntax highlighting, code completion, and smart indentation. R code can
be directly executed from the source editor. It supports integrated R help, the use of projects, and has a
workspace browser. An interactive debugger allows the developer to find and fix errors quickly. It has
extensive support for developing packages.

RStudio supports both Sweave and R Markdown. It also supports interactive web application development
using Shiny and Shiny Server.

RCloud is an HTML5 frontend to R for data analysis, which allows users to collaboratively create and share
R scripts. Since it is HTML5 based, it is platform independent. It provides a notebook interface that lets
you easily record a session and annotate it with text, equations, and supporting images.

RCloud allows you to easily browse other users’s notebooks, comment on notebooks, fork notebooks, and
use them as function calls in your own notebooks. It provides an environment in which R packages can
create rich HTML content, e.g., using D3. It also provides a transparent, integrated version control system.
RCloud notebooks are Github gists.

Rc2, RStudio, and RCloud target different audiences. Rc2 is an accessible IDE for students and researchers
who have limited technical skills. Rc2 sessions allow real-time collaboration which is ideal for students
taking distance-based courses and researchers in different locations. On the other hand, Rc2 is not yet
platform independent. RStudio is a powerful IDE, but its completeness necessarily involves complexity. It
does not support collaboration although users could share information using group permissions on the Linux
server version. RCloud is HTML5 based and thus platform independent. Its most powerful feature is its
implementation of notebooks. This allow users to flexibly share and extend notebooks.
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PivotalR [1] is an R package that provides a front-end to PostgreSQL [2] and all PostgreSQL-like 
databases such as Pivotal Inc.'s Greenplum Database (GPDB) [3],  HAWQ [4] on Hadoop. PivotalR 
also provides the R wrapper for MADlib [5]. MADlib is an open-source library for scalable in-database 
analytics. It provides data-parallel implementations of mathematical, statistical and machine-learning 
algorithms for structured and unstructured data. Thus PivotalR also enables the user to apply machine 
learning algorithms onto big data. 

In recent years, Big Data has become an important research topic and a very realistic problem in 
industry. The amount of data that we need to process is exploding, and the ability of analyzing big data 
has become the key factor in competition. Big data sets do not fit into computer’s memory and it would 
be really slow if the big data sets were processed sequentially. On the other hand, most contributed 
packages of R are still strictly sequential, single machine, and they are restricted to small data sets that 
can be loaded into memory. As computing shifts irreversibly to parallel architectures and big data, there 
is a risk for the R community to become irrelevant. 

PivotalR, which provides an R front-end with data.frame oriented API for R users to access big data 
stored in distributive databases or Hadoop distributive file system (HDFS). PivotalR puts more 
emphasis on machine learning by providing a wrapper for MADlib, which is an open-source library of 
scalable in-database machine learning algorithms. Actually PivotalR offers more than what MADlib 
has. It adds functionalities that do not exist in MADlib, for example, the support for categorical 
variables.  

PivotalR makes it easier to work on big data sets in databases or HDFS. Many queries that are difficult 
to construct in SQL client can be easily constructed using PivotalR. This make sit suitable for data 
preprocessing. PivotalR also makes it easy to create many algorithm prototypes that can directly run in 
database using familiar R syntax. Besides, PivotalR is portable onto many different platforms, and the 
prototype code is the same on all supported platforms. 

Although PivotalR is targeted at big data, database, and Hadoop, no prior knowledge is needed. The 
objective of PivotalR is to give the normal R users an easy access to all of these without learning extra 
knowledge.  
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Scientific understanding of complex ecological systems is inherently difficult, and numerous theoretical
and management models have emerged. Each model has its own purpose, philosophy, and implementation.
Often, tunnel-vision and wheel re-invention are hindering scientific exchange [3] and in response, ecological
modelers have started to develop platforms and interfaces to support scientific and technical exchange.

We will present an approach to implement the core models platform independent in C/C++ or Fortran,
while using R for model coupling, data management, numerical treatment and visualization. The partial dif-
ferential equations of the models were solved with package deSolve [7] and matter transport with ReacTran
[6]. This enables the separation of process equations from numerical techniques.

The feasibility of the approach is shown by coupling an ecological lake model (SALMO) describing nu-
trient turnover and growth of planktonic algae [1, 4] with a model for water plants, based on a lake model
(PC Lake) of another group, [2]. The coupled model (package rSALMO) was used in a case study for a
stratified German lake [5], where the presence of submerged macrophytes resulted in significant improve-
ment of water quality.

The case study shows, that the R language with its pool of application-specific packages is a powerful
resource for scientific computing even beyond statistics. It can be used as an efficient general-purpose
development platform for coupling of complex models and for sharing code and ideas.
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In our company there are hundreds of in vitro, vivo and ex vivo studies per year. They range from 

efficacy to safety results on raw materials and formulae. All these studies must be analyzed, the results 

must be stored and we must keep track of the programs used to have a reproducible research. In this 

context we choose to create a statistical platform with specific tools for researchers so they can make 

their analysis by themselves and more general tools for statisticians so they can quickly produce 

accurate statistical reports. 

This platform contains mainly tools that are built entirely within R (GUI’s and statistical programs). In 

this presentation we would like to show the platform and its functionalities with some technical aspects 

concerning the technology we choose. We also like to show the tools we build to make exploratory 

analysis, mixed model analysis, an example of a ‘non statistician’ tool and a presentation of some 

packages that we build exclusively for our purpose. 

The purpose of this conference is to show how we’ve been able to grasp the incredible potential of R to 

analyze our data, and to show that today R has concrete and very effective applications in the Industry. 

*The name of our company will be told once we got the approval of our own scientific committee. 
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In vitro, in vivo or ex vivo studies are continually performed on ingredients and formulae in our 

laboratories for efficacy and safety purposes. Results must be statistically analyzed, and stored together 

with the programs used affording a sustainable research policy. In such a context, a statistical platform 

was created including R (a language and environment for statistical computing) tools that integrate 

automatic reporting system connected to a centralized data basis.  

Some applications aim at helping researchers to carry on analysis of their data by their own whereas 

more general tools are dedicated to statisticians for quickly producing accurate statistical reports with a 

wide variety of statistical methods: mixed models, multidimensional analysis, exploratory analysis 

etc… 

This platform comprises tools that are entirely built within R (Graphical User Interface and statistical 

programs). This presentation will focus upon the platform, its functionalities and technical aspects. The 

tools built to perform exploratory analysis and mixed model analysis will be presented. Examples of a 

‘non statistician’ tool and some packages specifically conceived for answering to our laboratories needs 

will be given. 
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Modern Portfolio Theory goes back to Harry Markowitz [1]. When he published his article more than half a 
century ago, our knowledge of mathematical finance, econometrics, and statistics, as well as computer 
science, was much less developed than the options and the tools we have available today. We would like to 
share new ideas based on modern concepts of stability analytics, which allow for an alternative view on 
performance and risk in funds and portfolios and their impact on indexation techniques and tactical asset 
management. 

The main topics we would like to address are based on statistical methods for the identification of 
instabilities and vulnerabilities in the dynamics behind financial markets. Our approach (Bayesian Change 
Point (BCP) Stability Analytics [4]) is based on the work of Barry and Hartigan [2] about Bayesian change 
point detection and parameter estimation. The method makes use of Bayesian Statistics and a Markov 
Chain Monte Carlo approach (implemented by Erdman and Emerson [3]). 

The analytics can be used to explore financial markets and financial investments before, during and after 
critical financial and economic periods (e.g. the recent sub-prime or European debt crises). We will 
demonstrate how such vulnerabilities to external forces can be detected, analyzed and quantified. Thus, we 
can define figures to measure the structure and strength of instabilities appearing over time. 

As a practical example, we assess the fragility of different currencies in spot and forward FX markets. We 
show ideas on how to construct wealth protected FX indices and how they can be combined in an FX 
portfolio. As a valuable tool to visualize the results we will additionally demonstrate an R shiny web 
application. 
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In this talk we present a new unconventional method based on a predictive Bayesian Change Point (BCP) 
Stability Analytics [4] and Markov Chain Monte Carlo method ([2] and [3]) to design portfolios. Our 
approach makes optimization obsolete and comes with many additional advantages compared to standard 
investment strategies [1]. The portfolios are characterized by a high degree of stability of the underlying 
price process resulting in a steady increase of returns, low drawdowns, short recovery times, and low 
volatilities. 

Two examples are presented: (i) an Euro based ETF portfolio build from Large and Small Cap Equities, 
REITS, and Government Bonds, and (ii) an USD based sectored portfolio of MSCI Emerging Market 
Equities. All calculations were done in R using the Rmetrics package family. Furthermore, a real time R 
shiny web application which visualizes stability forecasts and portfolio rebalancing will be demonstrated. 
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Plotly is an online plotting platform. Think of it like GitHub, but for sharing data, graphs, and                               
scripts for plotting. Plotly has a GUI and APIs for making graphs with R, Python, MATLAB, Perl,                               
Julia, Arduino, Ruby, Raspberry Pi, and REST. The APIs let users make and share web­based                           
graphs and interface a desktop environment with Plotly. Public sharing is free, users own their                           
data, and users control whether data and graphs are public or private.

Using Plotly and R to Make and Share Graphs

For our talk, we would like to demonstrate our R API. We will show how to import and graph data                                     
and use R and the Plotly GUI for graphing, sharing, and embeding graphs. We will also use                               
Plotly with knitr to make an RPub [1], use themaps package to create interactive Plotly graphs                               
[2] , and use ggplot2 to make Plotly graphs with Plotly's own ggplotly package. We will                             
demonstrate how to use Plotly in conjunction with rOpenSci, a package that Plotly is now a part                               
of. We will also demonstrate the use of Plotly as an interactive graphing element when used with                               
Rmagic and IPython.

These are currently available features. By the time of the conference, we anticipate having a                           
more robust ggplotly experience available. The RStudio team informed us that they plan to                         
sandbox their viewer. Currently you cannot serve web content into the viewer, but with a                           
sandbox, we could serve Plotly graphs in an iframe into the viewer, pairing graphs, data, and                             
scripts together online. Authors, and journalists from the Washington Post [5] and Wired                       
Science [6] use these Plotly features and the capacity to embed graphs in an iframe.
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The package VIM [4, 3] is developed to explore and analyze the structure of missing values in data using
visualization methods, to impute these missing values with the built-in imputation methods and to verify the
imputation process using visualization tools, as well as to produce high-quality graphics for publications.

The most common imputation methods such as hotdeck, kNN and regression imputation are implemented,
but also more advanced methods like iterative robust regression estimation are available.

A point- and click graphical user interface has been developed to give access to these methods and tools to
users with limited R skills. It is available in the package VIMGUI [2]. All important methods are supported
by the flexible point- and click-interface.

The presentation describes the application of the methods available in the package VIM and demonstrates
the usage of the graphical user interface of the VIMGUI package. Special attention is also given to the VIM
integration of survey [1] objects.
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This BBRecapture package has been built up to help researchers to fit some relevant classes of capture-
recapture models within the framework of Bayesian inference. Special emphasis is given on recently devel-
oped tools to take into account flexible behavioral response to capture. The main function developed in the
package relies on the generalized linear model framework in the spirit of Huggins [6] and Alho [1] for re-
gressing the capture occurrence on previous partial capture histories although shortcuts have been embedded
to reduce computational complexity whenever possible. There are also some functions which fit the same
class of models maximizing the unconditional likelihood as opposed to the most frequently used approach
based on the conditional likelihood [5]. There are theoretical arguments related to the so-called likelihood
failure [3, 4] which support the use of a Bayesian approach for the estimation of the unknown population size
in the presence of behavioral response to capture. Some simulation studies have been also carried out in [2]
to highlight the occurrence of the likelihood failure pathology and the loss of inferential performance of the
conditional likelihood approach even in the absence of failure. In the same circumstances the unconditional
likelihood approach should be preferred to the conditional likelihood but it is in any case outperformed by
the Bayesian approach. Functions in the package are designed to allow minimal efforts by the researcher
although optional arguments often allow for a more customized and refined model building.
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R is a public domain, open source, language and environment for statistical computing and graphics [4].
As a tool, R is very popular among scientists because it is free; it includes a diverse set of algorithms, and
entails a large and broad community that participates in augmenting the tool. R provides a large variety
of statistical techniques such as linear and non-linear models, classical statistical tests, time series models,
classification and clustering. Moreover, it offers various graphical techniques and it is highly extensible. R
is an integrated collection of software packages for data manipulation, performing calculations and graphics
production.

The field of digital image processing refers to any process applied to a digital image performed by a com-
puter [2]. A 2D image can be defined as a bidimensional function f(x, y), where x and y are the spatial
coordinates, and the amplitude of f at a coordinate (x, y) is called the intensity or the gray level of the image
at that point. An image has a finite number of elements, and each one of them has a particular position and a
scalar or vectorial value. For instance, a gray level image has a unique value for each position. This defini-
tion can be easily extended to n-dimensional images. This field of study is very broad, comprising numerous
operations, from common ones such as contrast enhancement and noise reduction, to more complex ones
such as image segmentation/classification and pattern recognition. The range of applications which can take
advantage of image processing techniques is immense and its importance to scientific research increases
drastically. Moreover, the advent of Big Data and Data Science [3] demands the use and development of
such techniques in order to discover knowledge from datasets in several research fields: Geoscience and
Remote Sensing, Bioinformatics, Biology, Medicine, Physics, Astronomy, Geology, to name a few.

RIPA [5] is a user friendly package that provides several image processing tools, which can be applied to
different types of images such as binary, gray level, color and multispectral images. Analysis and explo-
ration tools, such as those provided by RIPA can be applied to diverse domains and can be very useful and
important in many challenging imaging problems. Besides a general tool that can be used in such manner,
RIPA is presented here also with the purpose to provide an auxiliary tool for learning statistics and image
analysis. This package, along with the book entitled “Introduction to Image Processing Using R: learning by
examples” [1], has been used as a text book around the world for disciplines such as “introduction to image
processing” and “introduction to statistics”. As its new version comes up with new image analysis tools
and with high performance additions, it becomes a valuable tool both for teaching and scientific research
purposes involving Big Data.
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Even though bridges to embed R in general purpose software have been available for several years, they have
not been able to facilitate the big break through of R as a ubiquitous statistical engine. In my experience,
the primary cause for the limited success is that low-level tools are difficult to implement, do not scale very
well, and leave the most challenging problems unsolved. Substantial plumbing and expertise of R internals
is required for building actual applications on these tools. What is needed to scale up embedded scientific
computing is a system that seperates the application layer from the computational back-end, similar to
how e.g. SQL separates application from database. The OpenCPU API defines an interface that captures
the domain logic of scientific computing and abstracts implementation details, in a way that allows for
independent development of client and server components, by different people that do not speak each others
language.
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Electronic health records (EHR) can be a rich source of complex data. Unfortunately, much of the most
interesting data is buried in text notes that are not easily parsed into discrete data. Combining the discrete
data elements with the non-discrete usually requires a clinician to perform a chart review. Although chart
reviews can be costly in terms of time and money, these costs can be reduced by providing clinical staff
with narrowly focused patient lists that are prepopulated with the available discrete data from the EHR. This
allows the clinical staff to spend more time collecting data that cannot be easily obtained electronically.
Providing these lists for clinicians can be done dynamically with ongoing registries to monitor quality of
patient care and medical outcomes. The Research Electronic Data Capture system (REDCap) and its API
provide a mechanism by which select data may be uploaded from the health records to a REDCap database
to populate as many informative fields as possible. Clinicians may then focus on the narrowly selected
patient population and collect only the data that cannot be queried from the health records. This presentation
highlights the process used by the Cleveland Clinic Ob/Gyn and Women’s Health Institute to streamline data
collection and improve reports on patient management and quality of care using the redcap and RODBC
packages.
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Quantitative Trading is typically associated with Hedge Funds, high frequency trading firms/ “Quant 

shops”, and knowledgeable investment professionals. The sophisticated individual investor now has 

access to several specialized software tools, assuming they know what they’re looking for and how to 

interpret the results. That still leaves a gap for the common every day person who, while not armed with 

sophisticated knowledge, would still like to have sophisticated information available to help them make 

investment decisions. 

We present an easily extensible/scalable Cross platform, real time, responsive, Quantitative trading 

analysis Mobile App using R as the primary backend compute engine. This App allows the user to ask 

investment questions and receive responses in simple English. The backend R engine runs quantitative 

algorithms to answer the questions. The Mobile App consists of a “Front End” User interface, 

implemented using the popular JQuery Mobile framework, and a backend server hosted on Amazon 

AWS, running R on a headless Linux server. The app utilizes several R modules (quantstrat, quantmod, 

sentiment, RMySQL) for data storage, retrieval and analysis, as well as custom algorithms. We also use 

FastRWeb, a Fast Interactive Web Framework in R. For real time ticker lookup, we use PHP/ Ajax. 

Data is delivered from the server to the App Front End user interface using JSONP, a popular Web 

Service data exchange format. This enables remote procedure calls to be made from the Web App to the 

server running R, and data returned back to the app using a JSONP callback function.  
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The ReporteRs package provides a framework that allows users to create Microsoft Word (>=2007), 

Power Point (>=2007) and HTML documents. It makes easy to add pretty output from R in a Microsoft 

Word or Power Point document with a particular corporate template. ReporteRs can be used as a tool 

for fast reporting within R and can be used as a reporting automation tool. 

A rich API is available for producing documents with simple or sophisticated tables, formatted texts, 

raster or editable vector graphics, those functions are implemented for the three document types 

available. There are also functions dedicated to specific contents (e.g. a table of content in a Word 

document, a slide in a Power Point presentation). By default, content is added at the end of a copy of the 

template; with a Word document or a Power Point presentation; content can be inserted at a specific 

location (a bookmark or a slide number). 

The only requirement is to have a Java Runtime on the machine, it makes it easy to deploy in business 

environments.  

This talk will include an introduction to ReporteRs, simple and complex reporting demonstrations and 

future plans. 
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We discuss iwPlot, an R package that provides a graphical environment on the browser for exploring big
data. This was motivated by iPlots (Urbanek and Theus 2003), a package that provides advanced interactive
features. iPlots provides several key interactive features like selection of individual points or subsets of data,
as well as zooming, brushing and linking between different plots. The existing iPlots package is limited to R
running in a standard desktop environment. With the growing popularity of RCloud and other R applications
that are deployed on the browser for the consumption of end users, there is a need for developing interactive
plots in the browser environment. The iwPlot package brings some of these advanced interactive features
like selections, zooming, brushing to a web browser. The other consideration is iwPlot’s ability to handle
big data. The advanced interactive features that are currently available in the desktop environment in iPlots
package are extended to the browser environment. The graphics in iwPlots package is rendered using the
HTML5 Canvas API. This API is used by writing JavaScript that can access the canvas area through a full
set of drawing functions, thus allowing for dynamically generated graphics. The current architecture can
accommodate large amounts of data. The other benefit of this interactive environment is the ability to deploy
R applications that runs higher order analytics to end users who are not R users. We will demonstrate this by
showing two web applications, one that uses functional data analysis for informal classification for a large
collection of time series and other application that involves spatial temporal data.
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It is scientifically and ethically imperative that the results of statistical analysis of biomedical research 

data be computationally reproducible in the sense that the reported results can be easily recapitulated 

from the study data.  Literate programming tools such as Sweave [1] and knitR [2] are very useful tools 

for reproducible computing that internally document how analysis results were generated and 

transferred into a report file.  However, literate programming tools do not archive the supporting data 

files, program files, code library files, and other details that are subject to updates, corrections, or other 

modifications over time.  These details must be archived in order to ensure that a particular statistical 

analysis is computationally reproducible at a later time.   

Therefore, we developed the rctrack package [3] that automatically collects and archives read only 

copies of program files, data files, and other details needed to computationally reproduce an analysis. 

The rctrack package uses the trace function to temporarily embed detail collection procedures into 

functions that read files, write files, or generate random numbers so that there is no need to modify the 

R program that performs the statistical analysis.  At the conclusion of the analysis, rctrack uses these 

details to automatically generate a read only archive of data files, program files, result files, and other 

details needed to recapitulate the analysis results.  Information about this archive may be included as an 

appendix of a report generated by Sweave or knitR.  Here, we describe the usage, implementation, and 

other features of the rctrack package. 
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R is popular software, but how popular? Compared to what? Without metrics like sales at our disposal, 
measuring open source software popularity is an imperfect science. This talk will cover several ways of  
measuring  R's  popularity[1],  including:  counting  prevalence  of  relevant  job  advertisements  [2], 
scholarly articles, books, blogs, examining software usage surveys, discussion forum activity, and more. 
Each of these methods has inherent  advantages and disadvantages,  and each shows  R in a slightly 
different  competitive  position.  We  will  examine  each  of  these  approaches  and  consider  the  latest 
forecasts regarding when R will surpass the current analytics market leaders. Finally, a new R package 
for collecting popularity measures for any software will be presented.

[1]  Muenchen, R.A. (2014). The Popularity of Data Analysis Software, 
http://r4stats.com/articles/popularity/. 

[2]  Muenchen, R.A. (2014). How to Search for Analytics Jobs, 
http://r4stats.com/articles/how-to-search-for-analytics-jobs/.
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Zillow’s Big Data and Real-time Services in R  

Zillow is the leader in providing data and analysis for consumers and professionals in the real estate 

market place.  The flagship product is the Zestimate™, an estimate of the value for over 90 million 

homes in the US.  Millions of models are behind the Zestimate and the models are constantly being 

retrained.  The model fitting and scoring infrastructure rests on top of R, allowing rapid prototyping and 

deployment to production servers.  In order to more fully integrate the Zestimate infrastructure with the 

Zillow production environment, we have developed ZillowRServe, a client/server interface based on the 

RServe package.   ZillowRServe allows the Zestimate to operate as a service as well as providing basic 

monitoring and controlling of the Zestimate application.  ZillowRServe provides a simple generic 

application that can automatically spawn and manage a number of parallel R processes.  It also provides 

utilities specific to Zillow for dealing with real-estate data.  For false tolerance and load balancing, we 

deploy multiple redundant ZillowRServe on multiple machines.  We also embedded a ZillowRServe client 

in stored procedures for use within SQL server to handle real-time data import.  
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The R ecosystem is in a state of near constant change. While a new version of the R engine is now 
released just once a year, 2-3 patches are usually released in the interim. On top of that, new versions of 
R packages on CRAN are released at rate of several per day (and that’s not counting packages that are 
part of the BioConductor project or hosted elsewhere on the Web). 

While this rapid change is a boon for the advancement of R, it can cause problems for package 
authors[1] and also for scientists and their peers who may need to reliably reproduce the results of an R 
script (possibly dependent on a number of packages) months or even years down the line. In this talk we 
propose a downstream distribution of R and CRAN packages that provides for the reproducibility of R 
scripts and reduces the impact of dependencies for packages authors.   
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RLint (proposed external location:https://code.google.com/p/google­rlint/) both checks and 
reformats R code to the Google R Style Guide. It warns of violations and optionally produces 
compliant code. It considers proper spacing, line alignment inside brackets, and other style 
violations, but like all lint programs does not try to handle all syntax issues. 
 
Code that follows a uniform style eases maintenance, modification, and ensuring correctness, 
especially when multiple programmers are involved.  Thus, RLint is automatically used within 
Google as part of the peer review process for R code.  We encourage CRAN package authors and 
other R programmers to use this tool.  A user can run the open­source Python­based program in a 
Linux, Unix, Mac or Windows machine via a command line. 
 

1 
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Traditional R graphics are static; if you want to modify an aspect of a graphic or the data preparation leading
to it, you must edit and re-run your code. Even working in an interactive R console, this process is laborious,
and the resulting sequence of static outcomes is unhelpful for understanding what has changed from one to
the next. Thus users are discouraged from parameter tinkering. For example, when you draw a histogram in
R but don’t specify a bin width, a default will be chosen for you. However, for a given dataset the choice of
the bin width and the origin of binning can lead to dramatically different-looking histograms. If you don’t
tinker, you may not realise that your histogram is failing to reveal an important story in your data, or that
the story it appears to tell is no more than an accident of the chosen bin divisions.

LivelyR builds on and extends shiny [3] and ggvis [4], which work together to bridge from R to the
interaction possibilities of Javascript code running in a web browser. In our browsers we run Lively (in
full Lively Web [1]), a full-fledged Javascript programming environment with rich facilities for building
interfaces and for hooking into external applications (such as R) and web-page display abstractions (such as
SVG and d3). LivelyR is, at this point, a research exploration into how a powerful combination such as
this can be used to further enliven R charts by (a) turning rendered chart elements into interactive controls
over the chart; and (b) providing built-in support for side-by-side comparison of alternative chart settings,
based on subjunctive interface [2] techniques and a manipulable history of the user’s interactions.

Unlike ggvis, all LivelyR execution is initiated and controlled from the Javascript side. From Lively
we start an R process to act as a server that accepts fragments of R code for processing, and returns to
Lively any textual results. A LivelyR web page uses this channel to start a shiny session and specify
the dataset and desired charts; this session thereafter communicates with Lively through a web socket,
using an extended form of the ggvis protocols.

In this talk we will demonstrate the latest version of LivelyR, showing various lively chart examples—
including our approach to helping a user choose the parameters for a histogram—and will talk about where
we imagine this type of system being useful. For example, we envisage using it to assist students in introduc-
tory statistics classes to understand the purpose of R functions’ parameters, by making it easy to manipulate
parameter values and see how the results are affected. Similar features could also be integrated into the
charts in a newspaper article or academic paper, allowing a reader to adjust parameter values in the code and
see how the authors’ chosen values affect the analysis outcome. It would allow for a sort of code audit.

Acknowledgements: We thank Bret Victor for ideas and inspiration, and Dan Ingalls and Alan Kay for the
freedom to explore.
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The IMPROVER [1] Species Translation Challenge (STC) [2], organized by IBM Research and 

Philip Morris International, tested the limits of the fundamental assumption that underpins the 

use of animal models for gaining insight into human biology, i.e., that there is conservation in the 

nature of the responses to injury and therapy. Gene expression and protein phosphorylation data 

measured in rat and human cells after treatment with 26 stimuli were made available at 

https://www.sbvimprover.com. International teams were challenged to 1) use rat gene expression 

to predict rat protein phosphorylation, 2) use rat gene expression and protein phosphorylation to 

predict human protein phosphorylation, and 3) use rat gene expression to predict pathway 

activity in human. Teams were ranked based on performance on a test dataset generated from 

other 26 stimuli. 

We participated in these challenges relying on good old friend R and Bioconductor packages to 

process data and build prediction models to address challenges 1 and 2, and derive a data driven 

homology between rat and human genes to tackle challenge 3. Our team's rank in these 

challenges was first, second, and third for sub-challenges 1, 3, and 2 respectively. 

In this talk we will present the methods we have used in this crowdsourcing effort and the R code 

that we have developed to implement these methods. Lessons learned about the translatability of 

findings from rat to human and about best strategies to modeling sparse outcomes in STC will 

also be discussed.    

 

1. Meyer P et al.  (2011) Verification of systems biology research in the age of collaborative competition. 

Nat.Biotechnol. 29(9):811-815. 

2. Rhrissorrakrai,K. et al. (2014) Understanding the limits of animal models as predictors of human 

biology: lessons learned from the sbv improver species translation challenge. Bioinformatics, in press. 
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As graduate students on the Mobilize grant [1], we have had the opportunity to interact with Los Angeles
high school teachers and students who are trying to learn R. Over the years of the grant, we have learned
some factors that can help or hinder learning of R at the high school level.

In this talk, we will reflect on lessons we have learned about teaching R to this particular audience. We
will discuss some of the pedagogical decisions surrounding R that have been made in the various pieces of
Mobilize curriculum, including the use of the mosaic package [3], as well as our own package of wrapper
functions, MobilizeSimple [2].
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Computer Vision is a vast field of research and integral part of scientific inquiry from biology and medicine
to earth science and space exploration. While R provides an exceptional portfolio of statistical packages it
has historically been very weak in computer vision. Some packages provide wrappers to external software
like GDAL, ImageJ or ImageMagick but an R -specific computer vision framework is still missing to date.
To close this gap we are developing visionaRy . The purpose is to provide an R package which allows for
fast prototyping of image intensive algorithms in R with standard R data structures and standard R syntax.
We are convinced that the benefit of directly manipulating images and easily using the complete statistical
machinery of R outweighs the loss of processing speed for a wide range of scientific scenarios. Furthermore,
since this implementation is based on standard R structures replacing specific methods in Rcpp is straight-
forward.
While the package is intended for a general computer vision and image processing audience some methods
are tailored towards applications in space exploration. To this end visionaRy contains methods for retrieving
imagery from NASA’s Planetary Data System (PDS: pds.nasa.gov) and for decoding raw data from space
missions stored in JPL .IMG format.
Specifically, we represent images as arrays within a Reference Class which allows for image manip-
ulation in place without unnecessary copying of data. Based on that we can provide an extensive set of
drawing methods for geometric primitives like lines, circles, or rectangles which enables image annotation
by modifying pixel intensities in the array itself. Compared to classic R plotting operation on some output
device, drawing yields precise annotations in the same coordinate frame in which all algorithms operate.
visionaRy provides a unified interface for reading and writing a broad range of file formats, image process-
ing functionality such as color conversion, image overlays, and scaling as well as display functions on single
and multiple panels, tiling and patch extraction. Furthermore visionaRy implements several computer vi-
sion algorithms ranging from integral images, 3D color histograms, and edge preserving median filters to
binary and intensity weighted mean shift clustering in image space. Since the underlying data structure
is a standard R array we can employ the full breath of R ’s statistical tool chest for feature extraction and
classification.
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We demonstrate the capabilities of visionaRy with an application for flyby science at small bodies from JPL
(cf. Fig.): A: First we retrieve images of comet Hartley 2 taken by the framing camera of the Deep Impact
probe during the EPOXI mission from PDS. B: The difference of the grayscale and median filtered image is
renormalized. C: Set of possible surface features as a result of weighted mean shift clustering (red crosses)
and ground truth labels from a domain expert (green circles). D: Patches of labeled surface features from
9P/Tempel. E: Locally normalized patches, constituting the positive class for training. F: Finally we train
a random forest classifier to differentiate surface features from background and report precission and recall
on the test set.
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Modern synoptic sky surveys are enabling novel research frontiers in time domain astronomy and posing
new machine learning challenges for early detection and classification Donalek et al. [2]. We present a
novel framework for time domain astronomy using R. Our system incorporates machine learning algorithms
for an iterative, dynamical classification of astronomical transient events, based on the initial detection
measurements, archival information, and newly obtained follow-up measurements from robotic telescopes.
Specifically we use Rfor (i) preprocessing, (ii) to post observed light curves to the Caltech Time Series
Characterization Service for feature extraction and (iii) for classification.
Astronomical time series tend to be heterogeneous. They can vary widely in their temporal coverage, sam-
pling rates and regularity, number of points and error bars, even from the same survey, and hence need to be
homogenized prior to analysis. For a large number of learning algorithms each time series needs to be recast
in terms of a set of features – individual measurable heuristic properties of an object that can be used to
characterize it. The Caltech Time Series Characterization Service (CTSCS: nirgun.caltech.edu:8000) aims
to provide easy access to different time series characterization statistics used in the literature. These de-
scriptors are then used to train and test a hierarchical model based on random forest classifiers. We compare
various modeling choices and analyze the contribution of CTSCS features to the classification accuracy.

Figure 1: Left: Examples of transient events from the Catalina Real-time Transient Survey (CRTS:
crts.caltech.edu) Djorgovski et al. [1]. Images in the top row show objects which appear much brighter
that night, relative to the baseline images obtained earlier (bottom row). On this basis alone, the three tran-
sients are physically indistinguishable, yet the subsequent follow-up shows them to be three vastly different
types of phenomena: a flare star (left), a cataclysmic variable powered by an accretion to a compact stellar
remnant (middle), and a blazar, flaring due to instabilities in a relativistic jet (right). Accurate transient event
classification is the key to their follow-up and physical understanding. Center left: A single light curve plot-
ted with ggplot. Center right: Classification error of a hierarchy of random forest models. Right: Random
forest based importance plot of CTSCS features.
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Practitioners and researchers in finance are often interested in recovering the risk neutral density 
implied by market options.  The risk neutral density can be used to obtain information about the 
underlying asset.  The RND package is the only R package that brings together various methods for 
recovering the risk neutral density.  Numerous examples illustrate how different methods can be used to 
recover the risk neutral density.   With the practitioner in mind, a few simple functions can be used to 
create numerical and graphical summaries which then can be imported into various software such as 
Excel.   
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Abstract

An important component in the analysis of a (hedge) fund returns is to measure the fund’s perfor-
mance with respect to the group of peer funds. The industry standard is to rank funds based on
their risk-adjusted return and conclude that the fund outperforms the peers with a lower percent
rank. When all funds perform equally well, this rate of outperformance is a random number be-
tween zero and one, depending on how lucky the fund is. We use the false discovery rate approach
to construct relative performance ratios that account for the uncertainty in estimating the perfor-
mance differential of two funds. Our application is on hedge funds, which leads us to develop
a test for equality of the modified Sharpe ratio of two funds. The effectiveness of the method
is illustrated with a Monte Carlo study and an empirical study is performed on the Hedge Fund
Research database. Our regression analysis shows that the larger the fund is, the more similar the
fund returns are to its peers, and that small funds have a higher tendency to underperform.
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Statistics Norway relies heavily on the statistical software SAS in its statistical production. While this is 
an excellent piece of software, R provides additional functionally and flexibility which is not always 
available in SAS.  Recently, we have been exploring ways of incorporating and expanding the use of R 
within Statistics Norway. It is not currently viable to transfer all our statistical production over to R, 
however, R may be used in some steps of the process. One option is to utilize both of the software 
through calling R functions or scripts from within SAS. This way, we can add some of the best 
functionality of R, without the cost of re-writing all existing SAS programs.  

In particular, I show examples of using R within our unified sampling system and creating R figures 
within data editing procedures. We explore a starting point of using R CMD BATCH	
   as a step in a 
process that also includes SAS programs. We look at the SAS Interactive Matrix Language (IML) using 
Proc IML to call R functions from within the SAS environment. Some alternative SAS macros are also 
investigated. SAS Enterprise Guide is a relatively new tool within Statistics Norway, but provides a 
visual approach to statistical production with a lower programming threshold. It also provides an 
opportunity to incorporate discrete steps which call on R programs. Not only does this provide 
opportunities to utilize some of R’s best functions but is a way of softly introducing the program to new 
users. 
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Shiny and R Markdown provide two versatile platforms for generating reports from R. Shiny creates reactive
web apps that allow users to explore a data set and initiate analysis in an interactive fashion. R markdown
creates attractive static reports that are fully reproducible; they can be automatically regenerated whenever
R code or data changes. R markdown achieves this by combining markdown (an easy-to-write plain text
format) with embedded R code chunks that are run so their output can be included in the final document.

But can R markdown be extended further — can a user use it to embed live Shiny apps into an R report? If
so, the results would be remarkable. Not only could R users augment their reports with live content in the
form of Shiny Apps, but they could also include things that are less obviously Shiny apps, such as interactive
ggvis plots.

However, this approach is fraught with challenges. These range from the simple to the subtle — How
can multiple Shiny apps be included in a single web document? How should the resulting documents be
deployed? How can we let users know they have a dynamic document? How can knitr convert an R
Markdown file that contains a Shiny app into an HTML file? How should Shiny apps respond to the CSS
files of a R Markdown document? And, how can multiple Shiny apps be managed in the same R session
without unintended side effects?

This talk will describe RStudio’s progress at solving these issues and explain how R users can embed Shiny
apps in their own R Markdown reports.
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Since the end of the eighties, in order to allow the exchange of credit risk, new financial instruments have
arisen. These instruments are generically dubbed credit derivatives. Among the most important instruments
traded in this market there are: Credit Default Swaps (CDS), Basket Default Swaps (BDS) and Collateralised
Debt Obligations (CDO). The relevance of these instruments in the market for securitisation springs from
their features that allow to trade credit risk in the same way as it is possible to trade market risk (for example
see Gibson [1]). Securitization is grounded on the principles of pooling and successive tranching of a
portfolio of assets. This process is schematically shown in the following figure. (1)

Special Pur-
pose Vehicle

Asset pooling

Senior tranche

CDO structure

mezzanine tranche

equity tranche

payments

Figure 1: CDO scheme

Pricing of BDS and CDO often lacks analytical solution. For this reason it is required to resort to some kind
of numerical simulation.

The most important quantity in pricing multi-name credit derivatives is the portfolio loss process. In the
case of CDOs this stochastic process can be derived from individual times to default of underlying reference
obligors (see Mounfield [2]).

In this paper we address the issues of implementing in the R software environment some of the most
widespread algorithm for pricing credit risk derivatives such as Basket Default Swaps and synthetic CDO
instruments. We first present the models allowing a closed form solution and then we tackle the issue of
improving the Monte Carlo methods by comparing the relative performances with the employment of some
variance reduction techniques such as antithetic variates and two different Quasi Random numbers proce-
dures. On theoretical grounds, all these techniques should improve upon the traditional (

√
N) speed of

convergence of the classical Monte Carlo methods. The use of variance reduction techniques along with
the frameworks for parallelization available in the R environment allow the deployment of reasonably fast
Monte Carlo algorithms.

References

[1] Gibson, M. S. (2004). Understanding the Risk of Synthetic CDOs. FRB Working Paper.

[2] Mounfield, C. C. (2009). Synthetic CDOs, Modelling, Valuation and Risk Management. Cambridge:
Cambridge University Press.

useR! 2014, Los Angeles, USA 85



Bayesian First Aid: A Package that Implements Bayesian
Alternatives to the Classical *.test Functions in R

Rasmus Bååth1,?
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This talk will introduce BayesianFirstAid1, an R package that implements Bayesian alternatives to the
most commonly used statistical tests. It is inspired by the BEST package [2] and is similarly intended both
as a practical tool and as a teaching aid. A main feature of the package is that the Bayesian alternatives
are called in the same way as the corresponding classical test functions, save for the addition of bayes.
to the beginning of the function name. For example, if binom.test(x=7, n=10) runs a classical
binomial test then bayes.binom.test(x=7, n=10) runs the Bayesian alternative. This makes the
package easy to pick up and use, especially if you are already used to the classical *.test functions, and
it also facilitates comparing the output of the different approaches. All models are implemented using the
JAGS modeling language, called from R using the rjags package. The generic function model.code
makes it straightforward to start modifying the models underlying the package. It takes a BayesianFirstAid
object and prints out the underlying model code which is ready to be copy-n-pasted into an R script and
tinkered with from there. All BayesianFirstAid objects have default plots that show the posteriors of the
parameters of interest together with a display that enables a quick posterior predictive check.

Below is an example of the output from the Bayesian First Aid alternative to cor.test(...). The data
is the hand grip strength (in kg) and index / ring finger ratio for the male group in [1].

> bayes.cor.test(digit_ratio, grip_strength)

Bayesian First Aid Pearson Correlation Coefficient Test

data: digit_ratio and grip_strength (n = 97)
Estimated correlation:
-0.34

95% credible interval:
-0.52 -0.16

The correlation is more than 0 by a probability of 0.001
and less than 0 by a probability of 0.999

> model.code(bayes.cor.test(digit_ratio, grip_strength))

## Bayesian First Aid model code ## 
require(rjags)

# Setting up the data
x <- digit_ratio
y <- grip_strength
xy <- cbind(x, y)

# The model string written in the JAGS language
model_string <- "model {
for(i in 1:n) {
xy[i,1:2] ~ dmt(mu[], prec[ , ], nu)

}

> plot(bayes.cor.test(digit_ratio, grip_strength))

[output is truncated]
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1The BayesianFirstAid development can be followed at https://github.com/rasmusab/bayesian_first_aid
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Simulations are being used more frequently in statistics and in other sciences, and are an important compo-
nent of strategic plans of regulators such as the US FDA. Simulations offer scientists the ability to employ
complex models which are not analytically tractable. As a statistical programming language R is particu-
larly suited for use with simulations. However, an implicit assumption for many simulations is that a fixed
number of repetitions of the simulation such as n = 1,000 or n = 10,000 is more than sufficient to establish
accurate results. Focusing on binomial proportion estimation, we use R to establish that simulation of size
n = 1,000 or n = 10,000 are generally inadequate for commonly used levels of precision in a regulatory
context. Using both standard normal approximations and exact methods, we establish the required number
of replications can approach 4,000,000 for some scenarios of interest. Thus, the number of simulations
should be determined by the context of use. Additionally, we show that simple quantile estimation using
simulation, a method used with Bayesian estimation as well as confidence interval estimation in conjunc-
tion with naive resampling and bootstrap methods, is fraught with potential problems. Finally, we suggest
possible methods to enable large scale simulation efforts, with an emphasis on parallel computing methods.
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As enterprises continue to amass data at ever increasing rates and with greater variety – what is being 

called big data – the ability to extract value from that data demands high performance and scalable tools 

– both in hardware and software. In various industries, enterprise take on massive predictive modeling 

projects, where the goal is to build models, one per customer, to understand behavior and tailor 

predictions at the customer level. These predictions can then be aggregated to assess future demand. 

When there are millions of customers, each with their own accumulated data, such as frequent utility 

meter readings or retail sales, the scale of such projects takes on a new dimension. Massive predictive 

modeling comes with challenges: effectively partitioning data, storing and managing resulting models, 

associating models with customers during prediction, as well as backup, recovery, and security.  

While R has parallel capabilities to facilitate taking advantage of clusters of computers, significant 

coding is usually required to meet the challenges noted above. In this talk, we present the business 

problem and illustrate how Oracle R Enterprise, one of Oracle’s R technologies [1], facilitates massive 

predictive modeling in a pair of succinct R scripts. With Oracle R Enterprise, the data, R scripts, and 

models all reside in Oracle Database, which simplifies and speeds production deployment.  
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eegR is  the  first  and  only  R package  which  provides  a  comprehensive  tool  to  analyze
electrophysiological signals.  In  typical  cognitive  electrophysiological studies, scalp-recorded voltage
fluctuations  (electroencephalography, EEG)  are measured  with a sampling rate of 250-1000 Hz from
32-128 channels (electrodes) while participants are exposed so systematic sensory stimulation (events).
The number of trials is generally at least 40 up to several hundred per experimental condition. The main
focus is on the event-related changes of the ongoing EEG signals (event-related potentials, ERPs). 

The most popular open source software applications  like  EEGLAB (Delorme & Makeig, 2004) and
FieldTrip (Oostenveld  et  al.,  2011)  have  been written  in  the  MATLAB programming  language
(www.mathworks.com).  Numerous other  MATLAB-toolboxes  have been developed for specific EEG
and  ERP  analysis  methods;   several  of  them  can  be  used  as  EEGLAB  plug-ins.  However,  since
MATLAB is a commercial software, those toolboxes are either not free or if used as free stand-alone
applications (created via MATLAB Compiler), they lack most of the scripting possibilities provided by
the  MATLAB environment.  Other disadvantages of these toolboxes  are their suboptimal performance
regarding CPU-time and memory management, and  the relatively low user-friendliness compared to
commercial EEG softwares.

eegR is an experimental attempt to develop a package in the  R programming language which 1) is
freely available with the same functionality for Windows, Linux and OS X operating systems, 2) covers
all  basic  steps  in  the  processing  of  EEG/ERPs  (raw  data  import,  filtering,  artifact  rejection,
segmentation, frequency decomposition, statistical analyses of single-trial and averaged data, etc.) but
its main strength lies in the extensively documented  general methods, classes,  and utility functions
which  additional  packages  can  rely  on, 3)  can  handle  out-of-memory  data  and  allows  easy
parallelization, 4) provides user-friendly workflows and GUIs for users with limited R knowledge but
does not restrict power-users in developing custom scripts, 5) provides functions for interactive and/or
animated plotting, 6) builds on existing R packages if possible. The basic structure and functionality of
the package will  be presented, along with illustrative examples of add-on analysis possibilities like
threshold-free cluster enhancement and permutation statistics.      
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Markov Chain Monte Carlo (MCMC) methods have proven to be very effective for estimating posterior
distributions. Their utility has led to the creation of general-purpose libraries for automatically performing
this sampling. Unfortunately, many existing libraries have difficulty modeling distributions which vary in
dimension. In addition, they have problems representing nonparametric Bayesian models as their dimen-
sionality is defined to grow with the amount of data available [2].

We present Bruno. A universal probabilistic programming language for computing probability distributions
over programs. By providing a programming language where every term can denote a probability distri-
bution, we are able to model domains with changing dimensionality and have nonparametric components.
We also provide a R interface called rbruno in the same spirit as rjags [1] to access the samples produced
by these probabilistic programs. Lastly, our software allows users to specify how they wish to perform
inference on their model. This flexibility makes it possible to finely tune the MCMC sampler if the problem
domain demands it.
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dplyr is a new package which provides a set of tools for efficiently manipulating datasets in R. dplyr is
the next iteration of plyr, focussing on only data frames. dplyr is faster, has a more consistent API and
should be easier to use. There are three key ideas that underlie dplyr:

1. Your time is important, so Romain Francois has written the key pieces in Rcpp to provide blazing fast
performance. Performance will only get better over time, especially once we figure out the best way
to make the most of multiple processors. For some cases, dplyr is 10,000x faster than dplyr.

2. Tabular data is tabular data regardless of where it lives, so you should use the same functions to work
with it. With dplyr, anything you can do to a local data frame you can also do to a remote database
table. PostgreSQL, MySQL, SQLite and Google bigquery support is built-in; adding a new backend
is a matter of implementing a handful of S3 methods.

3. The bottleneck in most data analyses is the time it takes for you to figure out what to do with your data,
and dplyr makes this easier by having individual functions that correspond to the most common op-
erations (group by(), summarise(), mutate(), filter(), select() and arrange()).
Each function does one only thing, but does it well.
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Since we made presentation about our package CUtil (CUDA™ Utility package) in useR! 2011[1], we 
were reconstructing the library for further improvements. Though CUtil package has been developed 
for providing computing power of graphical processing units (GPUs) for R users (especially for 
Windows® users) easily, our package did not accelerate calculations much compared with standard R. 
Therefore, we have improved our package drastically as follows. 

The major time consuming procedure in the previous version was video memory allocation in GPUs, 
and this kind of operations is suppressed as possible. Because R codes appeared frequently in the 
previous version, which caused performance loss in some part, exposures of R codes are minimized. 
Furthermore, the required time for CPU tasks conducted before and after GPU tasks was not negligible, 
so our package is now multi-threaded by using Boost C++ library. With other minor improvements not 
mentioned above, the new version of our package will be ready at the time of the useR! 2014 with 
following features. 

There are three main features in this package. The first feature is the R-native GPU function calls. Users 
can call GPU functions from R like other default functions in R. The second feature is the functionality 
to keep data on video memory even after GPU computing is over and the control is returned to R. When 
users call the functions of our package, the given data is automatically transferred to video memory and 
the pointer to the memory is stored into the R object as an external pointer. As the data is kept in the 
video memory, no time is needed for transfer in further function calls. As it is known that the proportion 
of time needed for the data transfer is relatively large, this advantage will be beneficial especially for a 
long series of computations, such as Markov chain Monte Carlo methods in Bayesian statistics. The 
third feature is the override of default functions. Users can override the default R functions by our 
package's functions. By using this functionality, users can accelerate their own codes by our package 
with minimum modifications. Other features are that double precision floating-point calculations are 
fully supported, and complex number computations are also partly supported. Garbage-collection, 
which enables us to use a small amount of video memory effectively, will be implemented, and the 
execution will be multi-threaded. This package will require computers with NVIDIA®’s GPU (compute 
capability is equal to or greater than 2.0). We are now preparing the Windows binary package. Linux® 
binary package will be available soon. 

All trademarks referred to in the text of this publication are the property of their respective owners. 
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Given our current capability to store and process vast amounts of data, there is a need to translate data
into a visual form. This makes it easy to highlight important features including groups that share common
features and outliers along different dimensions of the data.Visual representation of high dimensional data
enables users to perceive features in their data quickly thereby augmenting the cognitive reasoning process
with perceptual reasoning and enabling the process of generating insight from data to become faster and
more directed.To this end, we use techniques and algorithms from computational geometry and nonlinear
dimensional reduction to build a hierarchical ”map” of the data and add the ability to overlay features on
top of this map in order to visually discover patterns and also validate hypotheses that the user might have
about the data at hand.

The muHVT package is a collection of R functions for clustering and construction of Hierarchical Voronoi
Tessellations as a visualization tool to visualize clusters and generate insights from them. The data is com-
pressed in a hierarchical manner to form clusters at various levels using either the Hierarchical K-means[1]
algorithm where a quantization error governs the number of levels in the hierarchy for a set k parameter (the
maximum number of clusters at each level) or the LBG Vector Quantization (LBG VQ)[3] algorithm which
detects the number of clusters for the first level in the hierarchy, based on a specified quantization threshold.
The LBG VQ algorithm is useful if the number of clusters in the dataset is not known a priori. The benefit of
using hierarchical tessellations lies in the fact that we can analyze data at different levels of granularity. We
can think of this as the way digital maps are used, where the user zooms in until the desired information is
available. Also, plotting heat maps of the variables in the dataset on the tessellations at various levels of the
hierarchy helps in deriving further insight from the data. This next generation segmentation technique gives
an edge over the traditional segmentation techniques. For instance, in the example provided in the package
we apply this technique to find hierarchical customer segments and overlay the distribution of features across
the ”map” of the entire dataset in order to understand the characteristics of the different regions of the map.
Such datasets are typically found in the CRM systems at Fortune 500 companies. In this package, we use
a non linear dimensionality reduction technique called Sammon’s projection[4] from the MASS package.
While various distance metrics like Euclidean, Manhattan, Minkowski, etc can be used for computing the
distance between the data points, this package also provides a function for the Jensen-Shannon-Bregman
Divergence[2] distance metric.
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The neologism scagnostics is derived from the words scatterplots and diagnostics. The term was first men-
tioned by John and Paul Tukey in the middle of the nineteen-eighties. Scagnostics are measures for char-
acterising scatterplots and identifying different features. The aim is to give an initial overview of unknown
datasets with a large number of variables. Concrete measures were proposed by Wilkinson et al. and imple-
mented in the R package scagnostics. The package assumes that simplifications are necessary in order to
make the measures applicable for large datasets and it uses hexagonal binning to speed up calculations. For
eight of the nine measures from Wilkinson et al. the graphs’ minimum spanning trees, complex hulls and
alpha hulls are used as basis for the calculations. This can lead to some imprecision, as the measures are
limited by the utilized graphs. Some alternative concepts and measures will be presented with the focus on
finding interesting scatterplot structures quickly. Although computers continually become faster, the calcu-
lation of two-dimensional measures is still computationally intensive and methods for reducing calculation
time are important.

An obvious idea to reduce the computing time is to exclude discrete variables. Additionally, variables
with significant anomalies in 1-D — for example multimodal or skew variables — can also be left out
of the calculation of two-dimensional measures, as a scatterplot in two dimensions will almost always be
dominated by an anomaly in one dimension.

Another important question in the context of computer analyzed graphics is, how a good selection of graph-
ics can be found. In this case Wilkinsons idea was to present scatterplots which are significant different
from the others (Outliers) on the one hand and to do a clustering of the measures on the other hand. Each
cluster stands for a group of similar scatterplots and it is sufficient to look at one representative from each
cluster (Exemplars). Although this approach is optimal in theory, there are difficulties in practice which
can be explained by the measures themselves. We propose a different approach for automatically selecting
scatterplots using the measures.

The talk includes alternative criteria for functional dependencies — based on splines and distance correlation
— and a presentation of an implementation of some of these ideas in R, using a German election and
demographic dataset with 70 different variables.

References
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Open source R provides a powerful environment for statisticians to analyze data and develop new 

analytic approaches. However, their organizations often struggle with the best way to reliably and 

repeatably integrate their statisticians’ work into other parts of the business. This presentation will 

demonstrate how TIBCO Enterprise Runtime for R (TERR)
1
 can be used to deploy R language 

analyses into Business Intelligence applications and into real-time, event-driven applications, so that the 

organization can more easily benefit from their statisticians’ work.  Examples will include fraud 

detection & marketing upsell. 
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While R has been extremely widely and successfully adopted as a programming language for statistical
data processing and analysis,  its use for text processing and analysis is  much less widespread.  For
instance, in many digital humanities or linguistics contexts, Perl or Python are still more common even
though R offers very much the same functionality for text processing plus the advanced statistical and
graphical tools that usually follow textual analyses in these fields. Over the last few years, however, R
has become more popular in these fields, too, in part because of (i) the availability of a first textbook on
text processing with R (Gries, 2009) as well as workshops and bootcamps and (ii) because of a variety
of functions that provide convenient text processing abilities that are more challenging to implement
with the regular base R functions. In this talk, I will showcase several functions that are now enjoying
wider use in linguistics; specifically, I will discuss

‒ exact.matches: a function that allows to retrieve the exact matches of a search expression in a
character vector with many output options: just the matches, matches with the tab-delimited rest
of the elements of the character vector with matches, as shown below, …

> cat(exact.matches("qwe", "1 1 1 qwe 2 2 2 qwe 3 3 3")[[4]], sep="\n")
[1] 1 1 1 qwe 2 2 2 qwe 3 3 3
[2] 1 1 1 qwe 2 2 2 qwe 3 3 3

… matches with user-defined numbers of characters or vector elements as contexts; in addition,
contrary to competing functions, the function allows to find multiple overlapping matches:

> exact.matches.new(c("s", "s"), "this is a second sentence")[[1]]
[1] "s is"            "s is a s"        "s is a second s" "s a s"
[5] "s a second s"    "second s"

‒ word.grammy: a function that generates n-grams of text vectors:

> word.grammy(c("this","is","a","brand","news","example"), 3, " ")[[1]]
[1] "this is a"          "is a brand"         "a brand news"
[4] "brand news example"

‒ char.grammy: a function that generates n-grams of characters of text vectors:

> char.grammy(c("expressions"), 2)[[1]]
[[1]]
[1] "ex" "xp" "pr" "re" "es" "ss" "si" "io" "on" "ns"

[[2]]
[1] "te" "ex" "xt" "ts"
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Powers of square matrices are useful in a variety of contexts. Two examples in the statistics/data science
field are calculating the stationary distribution of a discrete-time Markov chain and determining whether a
graph is connected. Also, the exponential of a matrix M, defined as eM =

∑∞
r=0M

r/r!, can be used to
calculate the finite-time distribution of a continuous-time Markov chain (Stewart, 2009).

The CRAN package expm calculates matrix exponentials and powers. However, in many applications, the
matrices involved are quite large, so parallel computation is needed. Our package parmatpows (http:
//heather.cs.ucdavis.edu/parmatpows) fills this need. Two parallel platforms are supported,
multicore and GPU, based on the CRAN packages Rdsm and gmatrix, affording excellent speedups.

The package includes special functions for the applications mentioned above. The Markov chain example
exploits the fact that for an irreducible, aperiodic chain with transition matrix P and stationary distribution
π, limn→∞ P (Xn = i) = πi, a fact that implies that limn→∞ Pn is a matrix having each of its rows equal
to π; the column means of P k will then provide a reasonable approximation to π for a suitably large k.
In other words, finding the stationary distribution reduces to a matrix-powers problem. As with the matrix
power function in expm, repeated squaring is used to compute a large enough power—P is squared to yield
P 2, which itself is then squared to yield P 4 and so on—thus reducing O(k) time to O(log2 k).

It can be shown that an n×n graph with adjacency matrix A is connected if and only if (A+I)k consists of all
positive values for all sufficiently large k (one need check only values of k through n-1). Thus connectedness
can be determined again by repeated squaring.

Many mathematical operations used often in statistics, such as matrix inversion and QR factorization, are
difficult to parallelize effectively on GPUs (Buckner, 2009). Thus it is not surprising that we found that
in the Markov chain stationary distribution problem, use of matrix inverse on the GPU (gpusolve() in
gputools) was not very effective.

But matrix multiplication is an exemplar data science application for GPU platforms, due to its regular
pattern of data access and “embarrassingly parallel” nature, suggesting a matrix-powers approach to the
stationary distribution problem. However, one needs to minimize data transfer back and forth between the
CPU and GPU, which in turn means intermediate results must be saved between GPU kernel launches. In
the context here, that means avoiding copying intermediate matrix powers if possible. This is not possible
in gputools, but the gmatrix package, used here does allow saving on the GPU the result of a GPU matrix
operation. (See also RCUDA, currently under development by D. Temple Lang and P. Baines.)

Similarly, on multicore platforms, our use of Rdsm is aimed at minimizing data copying, as it uses big-
memory to directly access shared memory (though there may be some copying behind the scenes due to
cache coherency actions).
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Propensity score analysis [5] is an approach to estimate causal effects in observational studies where ran-
domization is not used. However, even when balance has been achieved between treatment and control units
on observed covariates, there is a risk of bias due to unobserved covariates. Rosenbaum[4] has suggested
testing one hypothesis multiple times using multiple matching and/or stratification methods to avoid ex-
aggerated bias due to method selection. The PSAboot extends Rosenbaum’s suggestion by implementing
bootstrapping [1] for PSA. Like typical bootstrapping methods, the PSAboot package will draw n random
samples and provide a pooled effect size estimate and confidence intervals. However, for each bootstrap
sample multiple PSA methods will be used. The package includes implementations for matching (using
the Matching[6] and MatchIt[2] packages), stratification with logistic regression, and stratification using
classification trees (using the rpart[7] and party[3] packages). The package emphasizes the use of visu-
alizations for evaluating balance as well as summarizing results. Additionally, examples on extending the
package for other PSA methods will be discussed.
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In teaching statistical modelling, particularly to students with little mathematical background, it can be
helpful to visualise properties of the model and associated statistics. Rather than producing several static
visualisations, interactive or dynamic visualisations enable a number of concepts to be illustrated on the
same data set. Furthermore, dynamic visualisations can be used to explore differences between data sets or
alternative parameter settings.

Some interactive demos to illustrate ordinary least squares regression are available in the CRAN packages
rpanel and TeachingDemos, implemented via Tcl/Tk and base graphics respectively. Both require a small
amount of R code to set up the demo for a particular data set, which is unlikely to be a problem for the
instructor but makes the demos less accessible to students without knowledge of R. In this talk we present
our work on the development of statistical modelling demos using Shiny. Shiny provides a platform to
implement R-based web apps, that may be accessed by students on their mobile computing devices via a
browser.

Our initial focus has been on simple linear regression, where many fundamental concepts can be illustrated.
The linreg app explores the optimisation process using absolute or quadratic loss functions and illustrates
the fitted line, (squared) residuals, and fitted density in two or three dimensions. Several well known data
sets that are often used in introductory courses are made available in the app, such as the anscombe data
sets. The linreg app is hosted on a Shiny Server at the University of Plymouth and is publicly accessible
at http://141.163.66.244:3838/linreg/ (a domain name is forthcoming). Further demos for
more complex models, such as Poisson regression models, are in the pipeline and developments can be
tracked in the GitHub repository: https://github.com/hturner/shiny-demos.
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As data volumes have increased and analytical techniques have become more sophisticated, the tools 
necessary to do industrialized analysis — analysis that is scalable, reproducible, and collaborative — 
have lagged in their ease of use.  We have built Domino, a Platform-as-a-Service for data analysis, to 
equip a larger group of users with functionality that has typically been inaccessible to people without 
engineering abilities and/or a massive amount of time to set up infrastructure and plumbing.   
 
Although Domino is language agnostic, it has particularly deep integration with R, including integration 
with RStudio and first-class support for packages from CRAN and other repositories. 
 
Domino address three core areas of functionality:  
 

(1) It lets you run your R code (or Python, Julia, Matlab, and more) in the cloud without any setup 
or configuration.  Domino handles AMI and package management, job distribution and secure 
data transfer.  It allows you to change your hardware with one-click, or to distribute your 
analysis across multiple machines. 

(2) It automatically keeps a revisioned history of your project — code, data, and results — so you 
can browse and reproduce past work.  Unlike traditional source control, Domino tracks large 
data files, and creates a first-class association between your results artifacts (e.g., charts) and 
the code/data that produced them. 

(3) It facilitates collaboration so you can easily share results and co-author analyses.   
 
 
In this talk we will demonstrate Domino’s core functionality and describe its architecture, with an 
emphasis on the technical challenges involved in enabling reproducible work (e.g., an immutable, 
revisioned data store for large files).  We will also describe some case studies highlighting how Domino 
is being used in the real world. 
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This study verifies the precision of correlation coefficients based on statistical matching and multiple 

imputation under different matching methods and combinations of common variables. The matching 

methods for verification are a non-parametric approach based on Mahalanobis distance (package 

StatMatch) and the Bayesian regression imputation method (NIBAS)—a parametric method [5]. 

Questionnaire data from the Financial Statements Statistics of Corporations by Industry (Ministry of 

Finance) were used to clarify the effectiveness of matching data created from different sample datasets. 

The three main findings are as follows: First, NIBAS enables the estimation of correlation coefficients 

with lesser bias than those of the Mahalanobis matching method when one aims to obtain only one set of 

statistics. Second, the primary condition for high-precision estimation is a combination of common 

variables with both low conditional dependence and strong correlation with target variables. Finally, the 

confidence interval computed by multiple imputation with NIBAS suitably covers the true value and 

measures the uncertainty inherent in statistical matching, except in the case of point estimates with 

extremely large bias. 
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R AnalyticFlow is software which provides a flowchart-style GUI for R. A user draws an analysis-flow, a
graphical representation of analysis process in R. Once a flow is written, anyone can easily execute it by
”right-click and run” mouse operation. It is written in Java and communicates with R via JRI. The software
is freely available on our website for Windows, Linux and Mac OS X.

We introduce the newest version of the software: R AnalyticFlow 3. It has a tab-based interface that you
can see everything – analysis-flows, R scripts, console, R objects, data files, etc. – in one window.

We have redesigned the software so that many com-
mon tasks of data analysis can be done without writ-
ing code. The figure on the left shows the UI for
reading a data file. Once you select options the corre-
sponding R script is generated, and a preview of the
result is shown with a small sample of the original
data.

This software will reduce the burden of data analysis,
help beginners to use R, and facilitate collaborations
between people with varying skills.
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Handling dependence or not in feature selection is still an open question in supervised classification issues
where the number of covariates exceeds the number of observations. Some recent papers surprisingly show
the superiority of naive Bayes approaches based on an obviously erroneous assumption of independence (see
[2]), whereas others recommend to infer on the dependence structure in order to decorrelate the selection
statistics (see [6, 1]). In the classical Linear Discriminant Analysis (LDA) framework, the present talk first
highlights the impact of dependence in terms of instability of feature selection. A second objective is to
revisit the above issue using a flexible factor modeling for the covariance.

Latent components of dependence are introduced in the LDA model, conditionally on which a new Bayes
consistency is defined. The linear Bayes classifier derived on factor-adjusted data, namely decorrelated data
obtained by subtracting the effects of latent factors, is shown to be conditionally consistent. A procedure
is then proposed for the joint estimation of the expectation and variance parameters of the model, based on
an iterative algorithm which alternates the estimation of the fixed parameters of the supervised factor model
and the latent factors. As in [5], the estimation method adapts an EM algorithm for factor models to the
present supervised classification situation. The Factor-Adjusted Discriminant Analysis (FADA) method is
compared to recent regularized Diagonal Discriminant Analysis approaches (DDA), assuming independence
among features, and regularized LDA procedures, both in terms of classification performance and stability
of feature selection.

The talk will also focus on a demonstration of an R package which implements FADA. The main function
of the package provides an efficient way to decorrelate data before applying a feature selection procedure.
Several methods of classification are available: DDA, penalized logistic regression [4], shrinkage discrimi-
nant analysis [1] which proposes a shrunken estimation of covariance matrix through James-Stein estimator
and variable selection by controlling false non-discovery rate and LDA penalized by Lasso [3].
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The R language has a large set of dynamic features which allow for rapid development of new algorithms
for statistical applications. However, this flexibility comes at a price: R is considered to be a rather slow
language that needs a large amount of memory during runtime. Our goal is to resolve these performance
problems. An indispensable prerequisite for this is having a more detailed view into the R interpreter’s
internals. For this reason we have developed a profiling tool [3] which enables a detailed analysis of runtime
behavior and memory consumption of R programs.

As a basis for our profiling tool we have chosen the TraceR framework. TraceR was originally developed at
Purdue University for R 2.12 [2]. Besides porting it to the current version of R, we also improved its usability
and analysis capabilities. Since TraceR is directly integrated with the R interpreter, we can generate more
detailed data compared to other existing profiling tools, such as Rprof. Rprof operates only at the R function
level and as such does not provide information about the internals of the R interpreter or native code. Our
new profiling tool, in contrast, can profile the execution time spent in C/Fortran code supplied by R packages,
or timing characteristics of memory management tasks like garbage collection. Additionally, our tool is able
to record the function call hierarchy. This is similar to the context stack feature of Rprof, but independent
of the sampling rate. Moreover, it is capable of also recording internal operations of the R interpreter. The
level of detail of this control flow information is highly configurable and can be changed interactively. The
collected data is used to create a call graph which is annotated with other measurement results from our
profiling tool like the invocation count.

Even though we originally developed our profiling tool for analyzing the bottlenecks of machine learning
R programs [1], we believe that the feedback which can be generated with our tool is valuable to guide
changes in the original R interpreter, as well as to support the development of alternative R interpreters.
In this talk we will present our profiling tool and how to apply it to analyze the runtime behavior and the
memory consumption of R programs.
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Experiments involving recording event-related (brain) potentials (ERP) are now widely performed in psy-
chological research to study the time courses of mental events. With the routine collection of massive
amount of data from ERP studies, researchers must face the challenge of multiple comparison corrections:
in shifting, simultaneously, through thousands or tens of thousands of tests, a balance must be struck be-
tween keeping a low false positive error rate while maintaining sufficient power for correct detection.

A number of False Discovery Rate (FDR) controlling procedures ([1]) have become standard tools to achieve
the above objective in high-dimensional situations. It is, however, well known ([3]) that highly correlated
data, such as ERPs with their strong temporal dependence, can severely affect the stability of simultaneous
testing.

In ERP data analysis, before the widespread success of FDR controlling procedures, [5] had already pro-
posed a procedure for identifying significant intervals assuming an auto-regressive dependence structure of
order 1 among test statistics. This method exhibits desirable properties but suffers both from an inadequate
time-dependence modelling and an uncontrolled proportions of false positives. An alternative approach to
dealing with correlation in multiple testing is to account for the multivariate dependence by some flexible
data reduction techniques involving latent variables (see [6, 4] or more recently [7]).

We propose a joint modeling of the signal and time-dependence in ERP data (see [2]) to improve the proper-
ties of multiple testing procedures, such as the Benjamini-Hochberg ([1]) procedure, the Guthrie-Buchwald
method and the decorrelation approaches by [6] (SVA) and [7] (LEAPP). The talk will also introduce the
R package ERP, which implements a variety of multiple testing functions including the aforementioned
procedures.
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Whilst R usage has grown hugely in recent years the use of R in regulated industries, such as the 

pharmaceutical industry, is still limited. The R core team has provided documentation as guidance for 

the use of R in such industries [1], though R still comes with "absolutely no warranty" and there is no 

formal documentation related to the many additional packages available on CRAN. To comply with 

FDA guidelines [2] these add on packages must be validated along with core and recommended 

packages. Mango was first asked to validate a version of R in 2009.  The growth of R and the number of 

companies wishing to validate R has led to a steady stream of R validations at Mango in recent months. 

In this talk we will consider some of the challenges that we have faced in validating R packages and 

discuss some of the tools that we have developed to aid the process. We will discuss the challenge of 

creating large amounts of documentation for R packages and how knitr can be incorporated into an 

automated process to do this.  

We will also talk about two new packages developed for code analysis, testCoverage and 

functionMap. The testCoverage package has been developed to determine how much of the code in a 

given R package is covered by associated unit tests, while the functionMap package has been 

developed in order to explore the functional relationship within a package and its dependencies. 
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The ggvis package makes it easy to create interactive data graphics with R, with a declarative syntax similar
to that of ggplot2. Like ggplot2, ggvis uses concepts from the grammar of graphics, but it also adds the
ability to create interactive graphics and deliver them over the web.

In this talk I will provide an overview of what ggvis can do, and how to use it for exploring data. One of the
central goals of ggvis is to not only make it possible to create interactive graphics, but to make it simple for
R users who are not experts in programming or data visualization.

With ggvis, data manipulation and transformation is performed in R, while the presentation and interaction
occur in a web browser. The communication between the two sides is handled by Shiny, which also provides
the basis for the reactive programming model of interaction in ggvis.

References

RStudio, Inc. (2014). ggvis web page, http://ggvis.rstudio.com/

useR! 2014, Los Angeles, USA 107



Visually Exploring Random Forests with ggRandomForests
John Ehrlinger

Department of Quantitative Health Sciences
Lerner Research Institute

Cleveland Clinic
john.ehrlinger@gmail.com

Keywords: Machine Learning, Random Forests, survival analysis, ggplot2, randomForestSRC

Random Forests [1] (RF) are a fully non-parametric statistical method requiring no distributional assump-
tions on covariate relation to the response. RF are robust, optimizing predictive accuracy by fitting an
ensemble of trees to stabilize model estimates. RF utilizes all variables in predicting the specified outcome,
effectively weighting the most important covariates by assessing their impact on separating dissimilar groups
of observations. Random Forests for survival [3, 5] (RF-S) are an extension of RF techniques to survival set-
tings, allowing efficient non-parametric analysis of time to event data. The randomForestSRC [4] package
is a unified treatment of Breiman’s random forests for survival, regression and classification problems.

Predictive accuracy make RF an attractive alternative to parametric models, though complexity and in-
terpretability of the forest hinder wider application of the method. We introduce the ggRandomForests
package, an implementation of ggplot2 [7] graphics for exploring randomForestSRC objects. Using both
classification (RF-C) and survival (RF-S) examples from our research at the Cleveland Clinic, we will
demonstrate the randomForestSRC package. We use Variable Importance measure (VIMP) [1] as well as
Minimal Depth [6], a property derived from the construction of each tree within the forest, to assess the
impact of variables on forest prediction. We will also demonstrate the use of variable dependence plots [2]
to aid interpretation RF results in different response settings.
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Bodı́k3, Duncan Temple Lang4
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We introduce a domain-specific language embedded in R for programming hierarchical model algorithms
for models declared in the BUGS language. Various software packages allow flexible specification of hi-
erarchical models and provide algorithms such as specific types of MCMC, particle filter (PF), Laplace
approximation, or others. However, many new and old algorithms remain inaccessible for practical use
without re-writing them for each model. Moreover, having different packages for different algorithms makes
it difficult to combine methods or try different methods on the same problem. The new R-based NIMBLE
language allows flexible programming of algorithms with access to the model structure declared by BUGS
code. BUGS code is processed into model-specific C++ code, compiled, and interfaced with R. Functions
in NIMBLE can use the model structure to allow automatic specialization to the details of any model. Once
specialized to a model, functions can be processed into C++, compiled, and interfaced with R. With R’s
CRAN package system, developers will be able to distribute new algorithms written in NIMBLE. We will
present examples with MCMC, PF and more.
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Creating R-Based Web Browser Applications Using Alteryx
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Alteryx Analytics is a software platform for data blending, advanced analytics, and application deployment.
All three of these capabilities come together in creating web browser applications that allow non-technical
users to parameterize and consume the results of a specialized R process. Examples of this type of process
include applications to generate time series sales forecasts for different items at different locations in a
retail store chain, the probability that a patient has a particular disease condition given a set of diagnostic
inputs, and the expected number of claims a new customer is likely to have on an automobile insurance
policy given their personal characteristics and their residence location in order to determine that customer’s
policy price. In this presentation, we will illustrate how these types of specific R-based use case
applications can be created in Alteryx and then easily deployed within an organization (or more broadly) for
use within a web browser environment via Alteryx’s Analytics Gallery technology.
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Talk: Debugging in R
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This talk will cover a selection of both beginning and advanced topics in R debugging, with the goal of being
helpful both to those not yet familiar with R’s debugging facilities and to those who have mastered the tools
and want to learn about the capabilities offered by the next version of R and RStudio.

The talk’s format will be example-based: we will begin with some R code that has several problems, and
then walk through the diagnosis and resolution of those problems using R debugging tools. We will focus
more on bug discovery than on techniques for avoiding bugs, as the latter topic is larger, and excellent
resources exist (Wickham 2014).

First, code instrumentation for debugging will be discussed, including content-based instrumentation such
as browser() and runtime-based instrumentation such as debug() and editor breakpoints.

Next, runtime inspection and bug discovery will be covered, including inspecting local environments and
stepping through code using the interactive browser. Here we’ll discover and correct the first set of bugs in
the code.

We’ll then discuss handling and inspecting errors, with a focus on finding error sources using traceback()
and recover(). We’ll analyze errors both after the code has finished running (post-mortem error han-
dling) and at the moment they occur (just-in-time error handling), then use these tools to discover and correct
a second set of bugs.

Finally, for attendees already familiar with debugging R code, we’ll cover new R debugging tools, includ-
ing stepping commands introduced in R 3.1.0 (R Core 2014), and new debug tools in RStudio, such the
integration of R 3.1.0 commands and support for stepping through deparsed code.
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R has long been an excellent platform for writing reports, thanks to tools like Sweave (and more recently,
knitr and rmarkdown). But these tools have focused primarily on generating static artifacts, like PDF and
HTML documents. As the reader of a report, it’s impossible to tweak any of the parameters used, or provide
your own data to be subjected to the same analysis, without going back to the report’s author and asking
them to modify and recompile the report.

In contrast, the shiny package makes it easy for R users to create interactive artifacts, in the form of web
applications. Shiny has built-in functions that:

• Create input widgets like sliders, numeric inputs, and dropdowns
• Include output widgets for graphical, textual, and tabular data
• Lay out these widgets and any other content using grids, tabs, navigation lists

No knowledge of web technologies is necessary, but Shiny users who do know HTML and JavaScript can
extend the framework with new types of input/output widgets and visual themes. These Shiny extensions
can then be bundled into R packages for easy reuse by other Shiny users.

This talk will illustrate just how easy it is to write Shiny applications, then show some of the interesting
ways we have been improving and extending Shiny.
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R is rapidly growing in popularity among statisticians, data scientists and actuaries. An actuary by                             
training, I became an R enthusiast myself 3 years ago when I discovered that R offered me a powerful                                     
platform for statistical and actuarial analysis. The main draw for me was the large palette of Machine                                 
Learning algorithms to tackle predictive modeling problems outside my comfort zone ­­ ranging from                           
churn prediction to essay scoring, sales forecasts, flight arrival prediction, recommendation engine                       
and credit scoring. Machine Learning helped me significantly reduce the modeling effort compared                         
to traditional statistical parametric techniques, work on dirty data with limited domain insight and                           
extract value from unstructured or large dimensionality datasets. Thanks to R, I placed in the top 10                                 
of more than 15 Kaggle competitions and won several of them. 10 R packages were the key                                 
ingredients of my Kaggle solutions. In this talk, I will cover why I found those 10 packages                                 
particularly powerful and how I used them to build winning solutions.
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Dependency management in R is difficult. Different R projects can have different dependencies, and can
often depend on different versions of the same R packages. The suite of R packages served by CRAN and
BioConductor is constantly evolving and growing, and while R core and package authors make large efforts
to maintain backwards compatibility, it is not guaranteed as R and its packages evolve.

There has been a lot of discussion as to how the R project, alongside the CRAN repository, could be aug-
mented to support better versioning in projects (Ooms 2013). packrat uses a form of local versioned
package management, to ensure a project and its versioned dependencies are coupled together – similar to
JavaScript’s node.js and the packages on its associated repository NPM.

As a result, packrat helps the user by isolating dependencies within a project, ensuring that they do not
conflict with package requirements in other projects. In addition, package sources are recorded, so that
packages can be easily upgraded and rolled back, using the archives available on CRAN and BioConductor,
or to local package sources packaged alongside the project. Furthermore, users collaborating on a project
can use packrat to ensure that their R environments are compatible, hence avoiding compatibility problems
in collaborative projects.

packrat helps solve the following problems:

• Local Dependency Management: Because each packrat project uses its own private library, depen-
dencies are effectively isolated from other projects, and so versioning conflicts can be controlled and
avoided. A user can bootstrap a project to infer and set up the local library the project requires, and
with later modifications to this local library, the user can snapshot and save the current library state,
or restore and roll back to the last snapshotted state.

• Portability: packrat makes it easy to bundle a project for sharing. A bundled project can easily
be unbundled to restore the same R environment that was originally used in the project, even across
different platforms.

• Reproducibility: packrat records the exact package versions a project depends on, and ensures those
exact versions are the ones that get installed wherever the packrat project is used.

Replication is the ultimate standard by which scientific claims are judged. (Peng 2011)

In this talk, we will outline a number of common usage scenarios with packrat, and demonstrate how it can
be used to control and manage dependencies within your project.
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R Markdown is an authoring format that enables easy creation of dynamic documents, presentations, and
reports from R. It combines the core syntax of markdown (Gruber 2004), an easy-to-write plain text format,
with embedded R code chunks whose output is included in the final document. R Markdown documents are
fully reproducible (they can be automatically regenerated whenever underlying R code or data changes).

This talk will describe R Markdown v2 (Allaire 2014), a next generation implementation of R Markdown
based on knitr (Xie 2012) and pandoc (MacFarlane 2006). This implementation brings many enhancements
to R Markdown, including:

• Create HTML, PDF, and MS Word documents as well as Beamer, ioslides and reveal.js presentations.

• New markdown syntax including expanded support for tables and bibliographies.

• Hooks for customizing HTML and PDF output (include CSS, headers, and footers).

• Embedding of Shiny applications and reactive expressions within R Markdown documents.

• Compilation of HTML, PDF, or MS Word notebooks from R scripts.

• Extensibility: easily define new formats for custom publishing requirements.

This talk will cover the new features of R Markdown in depth and provide many examples of their use. We’ll
also discuss creating custom templates and output formats as well as extending R Markdown to include new
types of rich web content.
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Random numbers following a Standard Normal distribution are of great importance when using simulations
as a means for investigation. The Ziggurat method [3, 4] is one of the fastest methods to generate normally
distributed random numbers while also providing excellent statistical properties. However, the original
papers only introduced 32-bit versions.

This talk introduces the RcppZiggurat package [1]. It provides updated implementations of the Ziggurat
generator suitable for 32- and 64-bit operating system. It compares the original implementations to several
popular Open Source implementations of the Ziggurat generator.

The package provides a new implementation which embeds the generator into an appropriate C++ class
structure [2]. The performance of the different generator is investigated both via extended timings and
through a series of statistical tests, including a suggested new test for testing Normal deviates directly.

The new generator can be called via the package; further integration into R is discussed briefly as well.
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Since their introduction by Nelder and Wedderburn over forty years ago, Generalized Linear Models 

(GLMs) have been a mainstay of statistical inference.  Moreover, while they were originally employed 

with samples of relatively modest size, GLMs are now being employed with very large data sets in 

machine learning and data science applications. In this talk, we will briefly review the history of using 

GLMs in R, discuss the issues involved in using GLMs on large data sets, and show examples of various 

models including logistic regression, Poisson and Tweedie models running on large data sets using the 

Parallel External Memory algorithms implemented in RevoScaleR package of Revolution R 

Enterprise. 
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Tracy Nance1? , Stephen B. Montgomery1

1. Department of Pathology, Stanford University, USA
?Contact author: tracy.nance@gmail.com

Keywords: rna-seq, IPF, genes, visualization, transcriptome

Recent advances and decreasing costs in high-throughput sequencing have made possible the generation of
vast quantities of biological data. Hundreds of experiments analyzing gene expression in diseases have been
performed using RNA sequencing or older microarray technology, and a correspondingly large amount of
statistical machinery has been built within R to analyze this data. However the results of these studies are
usually presented to the community as lists of genes with p-values, and are difficult for biological researchers
to reproduce, query or visualize.

We performed RNA-Seq analysis on lung tissue from 8 individuals with idiopathic pulmonary fibrosis (IPF)
and 7 healthy controls, and found evidence for substantial differential gene expression and differential splic-
ing in IPF as compared to healthy lungs [5]. Using a combination of R packages like shiny [6], ggplot2 [8],
DESeq [1], DEXSeq [2], limma [7], and the JavaScript library D3 [3], we created a web application [4]
which allows researchers to explore our results interactively, and to compare them with previously published
microarray studies of the same disease. This application shows the power and ease of combining multiple R
packages for visualization and making them available to the public, and we hope that it will serve as a toy
model for making results accessible in large-scale genomic and transcriptomic studies.
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In this talk I will introduce the dendextend package [1] which extends the palette of functions and 

methods for the dendrogram object. 

A dendrogram is a tree diagram which is often used to visualize a 

hierarchical clustering of items. Dendrograms are used in many 

disciplines, ranging from Phylogenetic Trees in computational 

biology to Lexomic Trees in text analysis. Hierarchical clustering in 

R is commonly performed using the hclust function. When a more 

sophisticated visualization is desired, the hclust object is often 

coerced into a dendrogram object, which in turn is modified and 

plotted. While base R comes with several very useful methods for 

manipulating the dendrogram object (namely: plot, print, [[, 

labels, as.hclust, cophenetic, reorder, cut, merge, 

rev, and str), still - the current palette of functions leaves a lot to 

be desired. 

The novel dendextend package offers functions and methods for the 

dendrogram object, allowing for easier manipulation of a 

dendrogram's shape, color and content through functions such as 

rotate, prune, labels<-, labels_colors, cutree, 

color_branches, and more. dendextend also provides the tools for 

comparing the similarity of two dendrograms to one another either 

graphically using a tanglegram plot, or statistically with association 

measures ranging from cor_cophenetic  to Bk_plot, while 

enabling bootstrap and permutation tests for comparing the trees.  

Since tree structure often requires the use of recursion, which can be slow in R, some of the more 

computationally intensive aspects of the dendextend package can be handled with its sister package, 

dendextendRcpp [2], which overrides several basic functions (namely: cut_lower_fun, 

heights_per_k.dendrogram, labels.dendrogram), with their C++ implementation. 
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Variable selection is a common task in regression analysis to improve prediction performance by variance
reduction, and to increase interpretability of the resulting models due to the smaller number of variables.
In the presence of outliers, robust methods are necessary to prevent unreliable results. The R package
robustHD [2] provides functionality for robust linear model selection with a focus on methods for high-
dimensional data. New developments include robust groupwise least angle regression, sparse S-regression
and sparse MM-regression. The package implements an object-oriented design, while large parts of the
code are written in C++ to reduce computing time. Cross-validation functionality to select the final model
is implemented via package perry [1] such that taking advantage of parallel computing is easy. In addition,
diagnostic plots to evaluate the model selection procedures are available in robustHD.
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In the past 15 years there has been substantial progress made in developing regression models with serial
dependence for discrete valued response time series such as arise for modelling Bernoulli, binomial, Poisson
or negative binomial counts. In this paper we consider the GLARMA (generalized linear autoregressive
moving average) class of models which are a subclass of generalized state space models for non-Gaussian
time series described in [2], [1] and [3] for example.

We review the theory and application of GLARMA models for time series of counts with explanatory vari-
ables and describe the estimation of these models using the glarma R package. Diagnostic and graphical
methods are illustrated by several examples.
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With its increasing popularity R scripts are more and more executed in batch mode from the command
line. When a script matures and becomes more generic it often is desirable to add command-line options
to it. Starting simple you may use cmdArgs to parse the extra options given to the script, but it quickly
becomes complicated: parsing multiple options, long and short names for options, default values for options,
generating sensible information when incorrect input is given and documenting all options for usage can
take quite some code and time. The packages getopt [1] and optparse [4] can be of great help for parsing
command-line arguments, but docopt makes it super easy.

The R-package docopt [2] is a port of the Python package docopt. Docopt is a command-line interface
description language, and helps you to formulate a command-line interface and automatically generate a
parser for it, that will parse the command-line arguments automatically for you. The nice part is that the
documentation given to the user is equal to its definition.

As an appetizer: docopt("Usage: prog [-a -b=value]") will generate a parser and test if a
and b were set in the command line. It returns a list in which the values for a and b are included.

The presentation will introduce docopt, describe its usage, specification format and some of its implemen-
tation details.
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In vitro,  in  vivo or  ex  vivo studies  are  continually  performed on  ingredients  and  formulae in  our  
laboratories for efficacy and safety purposes. Results must be statistically analyzed, and stored together  
with the programs used affording a sustainable research policy. In such a context, a statistical platform 
was created including R (a language and environment for statistical computing) tools that integrate  
automatic reporting system connected to a centralized data basis. 

Some applications aim at helping researchers to carry on analysis of their data by their own whereas 
more general tools are dedicated to statisticians for quickly producing accurate statistical reports with a 
wide  variety  of  statistical  methods:  mixed models,  multidimensional  analysis,  exploratory  analysis 
etc…

This platform comprises tools that are entirely built within R (Graphical User Interface and statistical  
programs). This presentation will focus upon the platform, its functionalities and technical aspects. The 
tools built to perform exploratory analysis and mixed model analysis will be presented. Examples of a 
‘non statistician’ tool and some packages specifically conceived for answering to our laboratories needs  
will be given.
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Hyperspectral images are 3D data sets collected over an x, y grid, where the pixel at each x, y is composed
of a spectrum. In hyperspectral unmixing, such a data set X composed of n observed spectra with p wave-
lengths or spectral bands is decomposed to identify the pure component spectra. Such data sets are found
in airborne land imaging studies, biomedical and art history investigations as well as time series (kinetics)
of chemical reactions. The spectra are typically visible, infrared, near-infrared, Raman spectra or mass
spectrometric data sets.

Each spectrum is assumed to be a linear mixture of a limited number m of pure component spectra, the
so-called endmembers. m is also referred to as chemical rank of the spectra matrix X. Endmembers
are suitable for direct interpretation in the domain of the study (e.g. Raman spectra of cancerous tissue,
reflectance spectra of minerals) and the goal is to identify them. The spectra matrix X(n×p) can be thought
of as a sum:

Xnp =
∑

m

AnmEmp + ε or in matrix notation: X(n×p) = A(n×m)E(m×p) + ε (1)

Where n is the number of spectra and m is the number of endmembers. Thus, Emp is the mth endmember
spectrum composed of p bands, and the abundances Anm give the contribution of the mth endmember to
the nth sample spectrum. ε is (Gaussian) noise. The abundances A can be depicted in a mixture diagram of
the m components which forms a (m − 1)-simplex. Thus the spectra X lie in a (m − 1)-simplex. If pure
component spectra of all m components are available in the data and the noise level is low, the decomposition
given above can be obtained by finding the corners of the (m− 1)-simplex in X.

N-FINDR achieves this by first projecting the data into (m−1)-dimensional space, usually by PCA. Starting
from a set of m (randomly chosen) potential endmembers, an iterative procedure to maximize the volume
of the simplex is used: m− 1 endmembers are kept fixed and the simplex volume is maximized by varying
the remaining point. This is in turn done with each corner of the simplex until a stable solution is reached.

Vertex component analysis (VCA), in contrast, projects the spectra onto an orthogonal set of m axes and
chooses the extreme points as endmembers.

Physically, both E and A are subject to non-negativity constraints as E takes the role of pure component
spectra and A correspond to concentrations or molar fractions. If A is formulated as molar fraction, the
rows of A must sum to 1. Thus, once the endmember spectra are found, A is obtained by a non-negative
least squares fit of the remaining spectra.

unmixR (http://github.com/Chathurga/unmixR) provides different N-FINDR and VCA algo-
rithms as an R package. The Google Summer of Code 2013 supported Conor McManus to implement the
algorithms, supervised by Claudia Beleites, Simon Fuller and Bryan Hanson. Claudia Beleites now main-
tains the package. Claudia Beleites thanks the BMBF for funding via the project “RamanCTC” (13N12685).
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The growing popularity of R has presented new challenges for educators as well as for new 
users. This paper addresses R from an educational standpoint, providing a methodological 
approach for teaching statistics and programming in any arts and science college curriculum. 
For many years, the main feature of the development of R focused on the growth of its 
popularity and the widening accessibility of the technology across platforms. However, with 
this growth more attention is needed to address specific educational concerns of people 
wanting to teach R. The open source nature of the application presents unique problems for 
educators, since the mechanics and functionality of R are constantly evolving. This in turn 
makes R a challenge in terms of instructional design. 

In order to address this challenge, this presentation will share the results of the first year of an 
experiment teaching the R to undergraduate students in the University of South Florida’s 
School of Information. Faculty taught the subject in both face-to-face and online class 
environments. The educational context of the lessons utilizing R focused on the power of the 
application to produce visualization; specifically visualization of large data sets. While the 
results of measuring student feedback from the class are still being measured and analyzed, 
early results indicate that using visualization can be guiding a factor for new users to 
understand why they are learning about R, while simultaneously improving their understanding 
of statistics by using R. Essentially, the classroom model discussed here uses the visualization 
aspects of the application to motivate students to further their own understanding of statistics 
through a better command of R’s data analysis functionality. 

During the spring of 2013, we taught two different courses in R in our undergraduate program. 
A pedagogical framework was developed which encouraged students to become more 
personally involved in statistical production and control by creating visualization. Learning in 
an academic course on data analysis is more complex than merely getting students to learn a 
language for its own sake, and faculty have found that students do not necessarily learn 
through having an example explained step-by-step through the basic procedure of manipulating 
data. Many authors discussed the subject of “delivery” of statistics in the classroom and many 
point out the lack of standardized “visualization delivery”. Further more, there are numerous 
educational taxonomies that could potentially be applied in the context of improving R 
education. However, a survey of materials found little in the way of attempts to explore a 
theoretical framework to teach statistics, programming and visualization using an open source 
platform.   

We conducted a methodology study in the context of the specific statistics and programming 
languages courses taken prior to the students’ course in R. Our framework blends 
Constructivist and Cognitivist approaches to instruction. Details of the results of this 
methodology will be presented, along with an analysis of how these results will influence 
teaching in the future. 

 

126 useR! 2014, Los Angeles, USA



Investigating cold light: The R package Luminescence
- signal, statistics and dating of environmental dynamics -

Sebastian Kreutzer1,2,? , Steve Grehl3, Michael Dietze4, Christoph Burow5, Margret C. Fuchs6,
Manfred Fischer7, Christoph Schmidt7
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Earth surface processes decisively shape our planet. They are the primary mediators of environmental
change and directly affect human societies. To decipher the timing and rates of Earth surface processes,
throughout the last 250,000 years one numerical dating method has reached paramount importance: Lumi-
nescence dating. This method provides robust numerical data on environmental changes (a) due to the fact
that the luminescence signal is reset by daylight exposure or heating and (b) the advantage of using nearly
ubiquitously available mineral grains of quartz or feldspar.

During the last decades more and more ages based on luminescence dating have been requested and the
method has been considerably enhanced. However, an increasing data complexity demands for a flexible
and scalable software solution for data analysis. For more innovative measurements, existing software
solutions (e.g. ’Analyst’, Duller, 2007) are limited, especially regarding new experimental measurements.

Therefore, in 2012 the R package Luminescence has been introduced (Kreutzer et al., 2012, Dietze et al.,
2013, Fuchs et al., subm.). The package is a toolbox intended to provide customised solutions for a variety
of requirements (e.g. data import, statistical analysis, graphical output). The used algorithms and statistical
treatments are always transparent and the user remains in control, of combining and adjusting algorithms by
taking advantage of the wide range of functions available in R.

Our contribution (1) summarizes the concept of the R package Luminescence and focusses on some con-
ceptional aspects and selected practical examples. (2) We present a sneak preview on a dynamic graphical
user interface written in Java to make the functions of the package available to users who are not familiar
with R but wants to access the package functionality.
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Models in epidemiology are important tools that help understand the complexity and evolution of disease
spread. However, teaching these models might be troublesome since many students are not experienced
in writing code and simulation techniques. The EpiDynamics package provides pre-built epidemiological
models to help students understand the evolution of disease spread through R language. We collected and
implemented models from well-known book written by Matt J. Keeling and Pejman Rohani [1], from basic
to more complex models, e.g.:

• SIR model with births and deaths

• SIR model with disease induced mortality and density dependent transmission

• SIS model with n risk groups

• SEIR model with n age groups and yearly aging

• SIR model with partial immunity

• SIR model for mosquito vectors

• SIR model with sinusoidal forcing

References
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PMML, the Predictive Model Markup Language, is the de facto standard to represent predictive 
analytic models [1,2,3]. With PMML, is is extremely easy to move the model from the scientist's 
desktop to the operational IT environment for real-time execution or batch scoring, since there is no 
recoding necessary. 

Typically, the analytic process involves quite a bit of data pre-processing before a predictive model is 
build; the R pmmlTransformations package was designed to cover just such a need [4,5]. This 
package not only enables a data scientist to transform input data but also, when used along with the R 
pmml package [6,7], makes it possible to represent the transformation steps in PMML. The produced 
PMML file will then contain the combination of the predictive model itself together with all the steps 
necessary to pre-process incoming data. This is remarkable, since it allows for systems and applications 
to connect directly to the raw input data and leave it up to the PMML consumer to deliver the expected 
predictions.

The pmmlTransformations package implements many of the commonly used transformation operators 
used by data scientists, among them the Z-transform, linear transformation, data discretization, data 
normalization and value mapping. The result is not only the transformed data itself but also information 
to represent the transformation operators in PMML format. In this work, we illustrate the steps 
necessary to: 1) acquire raw data; 2) pre-process the raw data through available operators; 3) gain 
access to the manipulated data;  and 4) output all the performed operations in PMML format. We also 
describe the various settings and options associated to each transformation operator and available to the 
data scientist. After the entire predictive workflow is exported into PMML, the predictive model or 
solution can easily be operationally deployed and executed in a variety of platforms including Hadoop, 
in-database or cloud computing.  
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Although we are moving to more web applications as deliverables for clients, we still have occasion 

where the desired method of delivery is a Microsoft Excel spreadsheet.  Our clients are used to 

simulators and scenario tools built in Excel, and they generally take simulation results and further 

format or analyze them in Excel.   

There are methods of deeply integrating R and Excel, such as the RExcel [1] add in for Excel.  

However, when building an application for a client that will need to be installed on multiple computers 

in a computing and network environment that you do not control, this type of deep integration is not 

necessarily desired.   

The criteria that have emerged as the most important in our past engagements have been reduced 

likelihood of failure (and doing so visibly when it occurs), ease of adjusting for differences that may 

occur in different computing environments, requiring the least amount of software to be installed, and 

causing minimum interference with existing software setups. 

This paper describes simple ways to make clean handoffs between Excel and R where Excel will 

provide most of the user interface and R will provide the heavy lifting in terms of simulation or other 

calculations.   By keeping the handoff between the two pieces of software limited, it is also easy to 

replace the Excel component in the future, so this approach can also be a way to easily prototype 

analysis applications whose interface will eventually be replaced (for example, with a web-based 

interface). 
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FastR, first introduced at useR! 2013 [3], is an implementation of the R programming language in Java [2]. It
uses the concept of self-specialising abstract syntax tree (AST) interpretation [5]. In such interpreters, AST
nodes replace themselves with nodes that are specialised for handling the types and data actually occurring
during execution. This saves considerable time in the implementation of dynamically typed programming
languages.

The implementation introduced in 2013 was a pure interpreter. We introduce the next version of FastR. The
current implementation is based on Truffle [4]. Truffle is a framework for the implementation of specialising
AST interpreters. Truffle-based language implementations transparently employ partial evaluation of spe-
cialised ASTs, and dynamic compilation, to obtain performance competitive with that of dedicated dynamic
compilers.

The performance of FastR running the b25 benchmarks and an R version of a subset of the Computer
Language Benchmarks Game (“shootout”) is, on average, more than an order of magnitude faster than the
GNU R byte code interpreter, and significantly faster than the purely interpreted version of FastR. FastR is
available as an open source project [1] under the terms and conditions of the GNU General Public License
2.

We will describe the status of the implementation and outline our plans for the future. An important long-
term goal of the FastR project is to dispense with the need for implementing performance-critical parts of R
applications in lower-level languages.
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We use automated search algorithms to find plausible structural models (such as Structural Equation 

Models or Bayes Networks) in the context of marketing and consumer perceptions.  We are often trying 

to lay out some subset of these models with a limited set of variables for presentation to stakeholders to 

discuss reasonability of the discovered models.   

The RGraphviz [1] package provides an interface to the AT&T Labs Research graphviz library [2] for 

plotting graphs.  The graphviz library includes several layout engines.  We have found it to be useful to 

use RGraphviz to do an initial layout of the graphs. 

This initial layout produced by graphviz is a useful starting point for various next steps we may take 

with the graphs.  Interactive graph display methods (either within R, or within a web display 

framework) can use the layout to set starting positions for each of the variables.  The initial layout can 

also be used as a first pass for creating printable versions of the graph, such as for posters or slides, 

although we generally make additional manual adjustments to the layout. 
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mapStats is an R package that produces color-coded maps of survey data using lattice graphics. It cal-
culates variable statistics (mean, quantiles, total), either weighted or unweighted, from survey data where
observations have a geographic element, and produces a map with colors representing the levels of the statis-
tic. For example, one may want to visualize how the median and mean income of respondents by state in a
survey changes over several years or differs by education level. Visualizing survey statistics geographically,
which this package greatly simplifies, is an important way to understand characteristics of the survey data
quickly. mapStats has flexible user control over appearance, including options such as overplotting maps
with another shapefile or graphical element. Generating quality graphics without the package would re-
quire familiarity with lattice utilities and knowledge of manipulating shapefiles to merge them with data for
plotting, which may be difficult for a casual user. Methods in R for calculation of summary statistics, such
as quantile regression, require manual case-by-case manipulation of output, and do not necessarily perform
well in cases where levels of class combinations are missing. The package includes functions for calculating
variable statistics which deal well with missing data or class combinations, and that can be used for class
variables in general (not necessarily geographies) or without plotting. An example of output on synthetic
data is shown below:

Mean of household income by state (wtd.)

Year 2009 Year 2010

10000

12000

14000

16000

18000

20000

Q30 of household income by state (wtd.)

Year 2009 Year 2010

4000

6000

8000

10000

12000

Q70 of household income by state (wtd.)

Year 2009 Year 2010

10000

15000

20000

25000
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The purpose of this presentation is to propose an environment for social research and its analysis.

If there were clear research questions, prosess of social research remains as follows; (1)editing ques-
tions, (2)editing questionaire, (3)conducting a survey, (4)inputing data, (5)cleaning data, (6)analysing data,
(7)publishing report and article. In each step, same informations are used repeatedly but independently.
For example, there is a quetion about gender. Items of answer are [1. Male 2. Female]. They might be
typed in a qustionaire using some wordprosessing software (e.g. ms-word). In the step of inputing data,
they could be treated as a code (1 or 2) using some spreadsheet software (e.g. ms-excel). In the step of
analysis, data could be read from excel file, and labeled as ’male’ or ’female’ for each code using R func-
tions(e.g. factor(), levels()). In the step of publishing a report, result of analysis could be pasted to a file of
wordprocessing software. What a waste of time. How convenient it would be, if we could use informations
of step (1) throughout all process of social research. There is a standard documentation and data format
for social research, that is DDI (Data Documentation Initiative). DDI is a XML protocol to describe infor-
mations related to social research including questionnaire, data and report. We propose a package DDIR
which utilize informations in DDI format. Once a questionnare is described in DDI format, we could utilize
that informations as variable labels and value labels in analysis process by DDIR. These informations could
be also automatically divert to publishing process. DDIR proposes an efficient integrated environment for
social research analysis.
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Data sets with many variables and rows are very common nowadays. The number of dimensions p can run
from ten to thousands of variables. The number of observations n typically runs from thousands to millions.
Both a large n and p are challenging for traditional nearest neighbor techniques.

Calculating distance pairs is O(n2) in memory and time and finding the nearest neighbor is O(n) in time.
Tree indexing techniques like kd-tree [2] were developed to cope with large n, however their performance
quickly breaks down for p > 3 [3]. Locality sensitive hashing (LSH) [3] is a technique for generating hash
numbers from high dimensional data, such that nearby points have identical hashes. This enables efficient
nearest neighbor search for (very) high dimensional data sets. It has been successfully applied to several
problems including text similarity search [5].

R package lsh [4] (in development) is an implementation of locality sensitive hashing in R. We will describe
the implemented locality sensitive hashing technique, the several distance functions and the functionality of
lsh. Suggestions for further tuning performance will be provided.
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This presentation discusses the development of a Deducer plug-in, referred here to as Hansel,  that can 
deal with techniques typically found in undergraduate courses in econometrics, along with some more 
advanced econometric techniques (the final package name should be something like DeducerHansel). 
Currently the Deducer package (FellowsI [1]) provides an exceptional interface that deals with a 
number of areas including generalized linear models. Thus it can already deal with ordinary least 
squares, weighted least squares, probit models and logit models. However it is not currently well-suited 
for dealing with time-series data, panel data, or censored data, or for dealing with instrumental 
variables. That is where Hansel helps. The following areas are among those covered by Hansel: two-
stage least squares; tobit models; smoothing, filtering, and forecasting; unit root testing; vector 
autoregressive models; cointegration testing; and various panel data and spatial data techniques. Hansel 
can deal with the time series classes ts, zoo, and xts in addition to data frames. Hansel is similar in ease 
to the commercial software EViews and another open-source econometric software package called gretl, 
which is written in C. Hansel is not only useful for students in econometrics courses, but also provides 
an opportunity for those unacquainted with R to quickly get down to the business of using it for 
estimation. This can provide a gateway for deeper use of R.  
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The poster shows an annotated but mainly visual map of the world, which highlights the activity of R users
from various points of view. The plots and the infographics were created in R, inspired by some recent
blogposts of cartograms (see the references below), but now we build on a lot wider variety of date sources
already collected, cleaned, merged and aggregated by the author.

The data sources include the number of visitors of R-bloggers.com, the attendees of all previous useR!
conferences, the members and supporters of the R Foundation, the number of users on GitHub with R
repositories and package download statistics from CRAN mirrors.

Besides these raw data, the poster will also present a population-weighted scale of R activity for all countries
of the world – for the last 10 years since the first useR! conference.
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For most people using the statistical computing environment R, it is difficult to search for information 

about the search engine R, since R is a single letter. The website Rseek [1] provides a solution to this 

problem. Rseek is a search engine that only provides results whose content is related to R, and it does 

so by using Google Custom Search [2]. In order to configure Google Custom Search, a search engine 

administrator registers the URLs of website to be searched. Rseek brings up R-related websites, which 

are principally written in English. 

 

In July 2009 I launched a search engine named “SeekR” [3] which brings up Japanese R-related 

websites, for Japanese users of R. Basically, SeekR is a Japanese version of Rseek, but it has some 

additional user-friendly features. One of these features is a Web browser add-on, which allows users to 

add an option in right-click menu for redirecting the SeekR search results page. This Add-on is 

available for Mozilla Firefox and Google Chrome. In addition, SeekR is compatible with OpenSearch, a 

standard format for search engines. OpenSearch allows users to add a standard search engine on many 

Web browsers. Another feature of SeekR is speech input. SeekR has speech input feature: with 

HTML5 speech input technology, users can input a search query simply by speaking aloud. It is 

available for Web browsers support speech input feature, such as the latest version of Google Chrome. 

 

In March 2014, I launched a Chinese version of SeekR [4] which allow users to switch between 

simplified Chinese and traditional Chinese. This version brings up search results for Websites whose R-

related content is written in Chinese. This version of SeekR is still being improved, in order to make the 

R Ecosystem [5] more productive and user-friendly. 
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The compareGroups package is an utility tool available on CRAN designed to build tables containing de-
scriptions of several variables stratified by groups that can be displayed in a clear, easy to read format on the
R console, or included in a LATEX report, or exported to CSV or HTML file. Since 2010 when compare-
Groups package was first presented at useR! 2010 conference [1], a lot of work has been done to debug and
improve it till the 2.1 current version, incorporating several important changes and innovations to improve
its functionality and its capability, improving customisation of output tables (including number of decimals,
categorisation, character formatting etc.), reading and coding raw SNP data using the functionality of the
SNPassoc package[2], with quality control processes and summary outputs. The vignette has been extended
with several examples, in line with new functionality, using data from a longitudinal RCT with >7,000
individuals: the PREDIMED study [3]. A paper about this package has been reviewed and accepted at the
Journal of Statistical Software and it’s only pending to be shortly published .
Shiny[4] is an elegant and powerful web framework for building interactive reports and visualizations using
R - with or without web development skills. By Shiny analyses can be turn into interactive web applica-
tions that anyone can use. The users choose input parameters using easy and fiendly controls. The output
incorporates any number of plots, tables, and summaries. We use the Shiny Server software to put our
compareGroups package in an open free-access web. Users need only a web browser to access at our ap-
plications URL.
It opens a world of possibilities for analysts and students. Users only need prepare a data base in SPSS,
TEXT, EXCEL or R. The menu (see figure) helps the users to produce the tables and figures they want. The
output can be seen in the screen or be saved in different formats: the tables in PDF, HTML or Text file and
the figures in PDF, BMP, JPG, RPNG or TIF.
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Thousands of people die from rabies and get diseased of visceral leishmaniasis each year. Also, millions of
abandoned dogs and cats die each year. Because dogs and cats are involved in the transmission dynamics
of those diseases (in the case of leishmaniasis mainly dogs), companion animal population management
is a requirement not only to improve animal welfare but to prevent and to control zoonoses such as the
mentioned above. Companion animal population management can be regarded as a set of interventions
to modify demographic characteristics (e.g., population size, proportion of fertile and abandoned animals).
The capm package facilitates to users the implementation of a workflow to collect and analyze data typically
needed in companion animal population management. Users can design complex surveys and map selected
sampling units; estimate population parameters; simulate population dynamics; simulate the effect of inter-
ventions; and prioritize the interventions according with their effect, using sensitivity analysis. The current
stable version can be installed from CRAN (install.packages("capm")) and unstable version can
be installed from a Github repository after loading the devtools package (install github("capm",
"oswaldosantos")). Additional information and documentation can be found in the web page for the
package.
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Rdocumentation [1] is a tool that helps you to easily find and browse the documentation of all current and 
some past R packages on CRAN. It enables you to instantly search for functions and use advanced search on 
the documentation of all R packages. The fast increase in the number of R packages, makes it sometimes 
hard for (new) R users to find the right tools for their job. By showing the number of downloads per R 
package and the evolution over time, Rdocumentation.org increases transparency and improves the 
discovery process of R users. Most interestingly, we provide an API that allows anyone to query our 
database and integrate R documentation in their own project. We’d like to present a poster on the API of 
Rdocumentation.org and how you can contribute.  
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This work provides valid predictions with confidence estimation for air  pollution levels  in Munich 
region,  Germany.  Data  from  the  ESCAPE  study  have  been  used,  and  they  include  annual  mean 
concentrations  of  traffic-related  air  pollutants  observed  at  the  monitoring  sites  together  with  their 
geographical  positioning,  as  well  as  land-use  covariates  obtained  from the  geographic  information 
system (GIS) . 

This research takes as a basis a well-established statistical method for air pollution modeling, land-use 
regression (LUR), and transforms it into a machine learning method, creating a conformal predictor 
around it. This helps provide confidence to the prediction, guaranteed by the definition of a conformal 
predictor.  Also,  any  conformal  predictor  always  yields  valid  predictions,  and  very  high  levels  of 
confidence  can  be  guaranteed  starting  from very  small-sized  datasets.  Different  spatial  covariance 
functions for the data can be considered in a LUR-based conformal predictor employing the “kernel  
trick”.

R programming language has been used to perform the task. LUR models have been fitted with the use  
of the SpatioTemporal package. R functions allowing to create conformal predictors that have LUR as 
the underlying method have been written, and they provide the possibility to implement several spatial  
covariance  models.  These  functions  use  the  framework  set  by  the  function  iidpred from  the 
PredictiveRegression package.

References

[1] Kees  de  Hoogh  et  al.  (2013).  Development  of  Land  Use  Regression  Models  for  Particle  
Composition in Twenty Study Areas in Europe.  Environmental Science and Technology 47 (11), 
5778–5786.

[2]  Bergen S., Lindström J (2013), SpatioTemporal: An R Package for Spatio-Temporal Modelling of 
Air-Pollution.  Comprehensive  Tutorial  for  the  Spatio-Temporal  R-package.  http://cran.r-
project.org/web/packages/SpatioTemporal/index.html

[3]  Vovk V., Nouretdinov I., Gammerman A. (2009), On-line predictive linear regression,  Annals of  
Statistics 37 (3), 1566–1590.

[4]  Ivina, O., Nouretdinov, I., Gammerman, A. (2012) Valid predictions with confidence estimation in 
air pollution problem. Progress in Artificial Intelligence 1 (3), 235-243.

142 useR! 2014, Los Angeles, USA



Running R with 120 threads on the Intel® Xeon® E7-4870 v2 
 

Eric Kramer1*, William Shipman1, Ali Torkamani1 

 
1. Scripps Translation Science Institute, 3344 North Torrey Pines Court, Suite 300, La Jolla, CA 92037 

*Contact author: ekramer@scripps.edu 
 
 
Keywords: Parallel Processing, Machine Learning, Big Data, High Performance Computing 
 

  
The increasing size of datasets and the proliferation of multicore CPUs has increased demand for 
parallel processing in R. Existing packages, such as the parallel, snow [6], foreach [4] and multicore 
[8] packages, allow users to parallelize loops in R. Similarly, several groups have demonstrated 
impressive performance gains by compiling R with multithreaded BLAS libraries, such as Intel’s Math 
Kernel Library [5]. We use these strategies to deploy R on a 60-core server, which is capable of 
operating 120 concurrent threads on four Intel Xeon E7-4870 v2 CPUs. Using Urbanek’s benchmarking 
script [7], we see a 230-fold increase in performance for calculating cross products as compared to the 
base R installation, but only a 1.7-fold performance increase for sorting random numbers. We also 
trained tumor classifiers using methods from the nnet [9], kernlab [2], and caret [3] packages with 
data from The Cancer Genome Atlas [1]. We see a 20-fold performance gain for training support vector 
machines as compared to the base R installation, and a 21-fold performance gain for training neural 
networks with three layers. Overall, these findings suggest that using dozens of threads can result in 
large performance gains for matrix operations, support vector machines and neural networks in R. 
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The use of data and interactive data applications to inform decision making is becoming ubiquitous in
many domains. However, there are few examples in the literature of how to ensure that these complex and
cognitively demanding applications are usable and effective[1][2]. Shiny, a recently released package for
the proglangR programming language, provides a flexible, easy-to-use open-source tool for developers and
analysts wishing to create interactive web-based data applications.

Data Works presents a case study of the development and iterative user testing of a data visualization ap-
plication built with Shiny for a Challenge.gov competition sponsored National Endowment for the Arts
(NEA). Data Works provides the general public as well as domain-experts access to a large multi-year data
set from a nationally representative survey of public arts participation, the Survey of Public Participation in
the Arts. The application was recently selected by NEA as the challenge winner and will be displayed on
the NEA’s main website.

This work explores the relevance of usability principles to data applications and potential pitfalls developers
and analysts may face. In addition, we provide novel use cases for integrating predictive modelling and
geospatial information via the googleVis package. Furthermore, we provide recommendations for interface
design aesthetics and mobile application experiences. Finally, Results from user testing and eye tracking
suggest that interpretation context and responsive feedback may be critical features to ensure effective use.
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Logic programming is a programming paradigm based on first order logic that is especially well suited
for applications in natural language processing, pattern matching, combinatorics, artificial intelligence and
social network analysis. First order logic is closely linked to relational algebra and therefore also generally
useful for querying and managing tidy data.

The FactsRules package provides three components for logic programming in R: a pure-R implementa-
tion of unification; a formula interface for declaring rules; and wrapper functions for data.frame and
data.table.

This talk will review logic programming, relational algebra and unification and explain how they are imple-
mented in FactsRules with a focus on pragmatic examples.
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Reporting in clinical trials is a requirement from both local and funding source agencies.  Regular 
reporting also aids the study team in evaluating enrollment rates and patient eligibility characteristics.   
For multi-center clinical trials, there is often a need for reports to be sent to the study team and enrolling 
sites to monitor each institution’s contribution to enrollment.  Regular reporting can become a time 
burden without an automated system.  We will evaluate several methods of clinical trials reporting and 
will demonstrate the computing speed differences as well as the output for each method.  We will also 
consider the amount of manual time required to implement each method. 

Results from a critical care clinical trial [1] will be shown using methods incorporating the packages 
tab [2] and xtable [3]. In conjunction with the xtable package, we will use Sweave [4] to produce high 
quality summary tables in Latex. The method requiring xtable allows for the greatest flexibility, but 
requires that the user first summarize the data, then manually fit the output to a matrix prior to obtaining 
the Latex output from the xtable function. An alternative to this approach utilizes the tab package in 
RStudio. Here, the user simply specifies the data as either continuous or discrete, indicates any specific 
levels to summarize by, and runs the appropriate command. These results can be easily copied and 
pasted into Microsoft Word for general and quick reporting.  

Both tab and xtable methods are reasonable approaches to displaying data summaries and results. The 
xtable method would be best utilized for presenting publication quality tables and output; whereas, the 
tab approach could be best used for monthly summary reports to be presented to study teams and 
enrolling sites in clinical trials. 
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Guadalcanal and Tubbs Setback are two 20-30 ha tidal wetland restorations projects on the San Pablo Bay (north 

San Francisco Bay) that have been monitored by the US Geological Survey (USGS) for both mitigation and 

habitat restoration objectives.  Both wetlands were restored in part through breaching of a levee to allow tidal 

inundation, sedimentation and vegetation colonization to occur.  Guadalcanal [Site A, 1] is considered to have 

been “engineered” to a greater extent than Tubbs Setback [Site B, 2], with considerable design input and channel 

excavation efforts undertaken before the breach.  The Tubbs Setback restoration is considered to be “self-design” 

with the primary project intervention the single breach to a levee on San Pablo Bay (SPB).  Between 2002 and 

2008, these two sites were monitored for various biophysical parameters including hydrology, sedimentation 

rates, vegetation, bird and mammal populations.  

 

R packages including ggplot2 and plot.ly were used to visualize restoration processes in tidal wetland systems, 

through datasets on hydrology /tidal inundation, sedimentation, vegetation, and bird populations at two wetland 

restoration sites.  The levees were breeched at both sites in order to restore tidal inundation and sediment transport 

processes.  At Site A, the site was designed to specifications, excavated to pre-specified grades, and into a 

complex engineered channel system.  At Site B, the levee was simply breeched and with no additional design or 

construction of bank elevations or channels. Here we compare the two sites, using defined indicators of 

restoration efficacy over time.  Using remotely sensed imagery and relationships of monitored data, we seek to 

determine whether there is significant different in restoration outcomes of these representative wetland sites, and 

predict temporal features of other tidal wetland restoration or mitigation efforts.  

 

Site A. Guadalcanal Village      Site B. Tubbs Setback 
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Earth surface processes decisively shape our planet. Identifying and quantifying their rates and impact
is one of the major challenges of current geoscientific research. The changing grain-size distributions of
deposits (e.g. lake sediments, ocean floor deposits, landforms accumulated by wind-blown sediment)
reflect  their  formation by distinct  sediment  transport  processes and  provide a  fruitful  possibility to
unravel the contribution of such processes. However, interpreting sediment transport processes from
grain-size data in terrestrial archives runs into problems when source- and process-related grain-size
distributions become mixed during deposition. A powerful approach to overcome this ambiguity is to
statistically “unmix” the samples. Typical algorithms use eigenspace decomposition and techniques of
dimension reduction. 

This  contribution presents  the  package  EMMAgeo (Dietze  & Dietze,  2013)  for  the  free  statistical
software  R.  It  bases  on  an  end-member  modelling  algorithm originally  presented  as  Matlab-script
(Dietze et al., 2012) and contains several extensions and added functionality. The package comprises 14
functions.  It  supports  simple  modelling  of  grain-size  end-member  loadings  and scores  (eigenspace
extraction, factor rotation, data scaling, non-negative least squares solving) along with several measures
of model quality. It also provides pre-processing tools (grain-size scale conversions, weight factor limit
inference, determination of minimum, optimum and maximum number of meaningful end-members)
and  allows  to  model  data  sets  with  user-defined  end-member  loadings.  EMMAgeo  also  supports
uncertainty estimation from a series of plausible model runs and determination of robust end-members. 

The  contribution  depicts  important  package  functions,  thereby  illustrating  how  large  data  sets  of
artificial and natural grain-size samples from different depositional environments can be analysed to
infer and quantify process-related proxies (Dietze et al., 2014) that can be used to better reconstruct
environmental conditions in the past (and to learn for future environmental change).
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Big data sets can be cumbersome and difficult to understand. User­centered and interactive graphical 
displays help communicate messages from large and complex data as well as provide a new method to 
identify data trends outside of tabular or statistical analysis. Not all statistics need to be summarized 
numerically, sometimes a visualization can convey uncertainty with parameters. Researchers can use 
data visuals to not only develop questions but also answer them through visual exploration that previously 
proved difficult. This approach can be especially relevant to the field of surface transportation research 
where complex plots can incorporate both temporal and geospatial data in an easy­to­digest format. 
These plots may ease communication of potential issues and solutions between various stakeholders 
such as policy makers, liability companies, and people using transplantation systems. As a proof of 
concept, the visualization presented here demonstrates how data showing bike­sharing in 2013 in 
Chicago and past bicycle collision incidents can meaningfully merge to produce graphical displays that 
readily identify and communicate potential infrastructure problems for safety. The city of Chicago 
seemed especially ripe for a safety analysis since the city has actively targeted bicycle safety challenges 
as the number of cyclists on the road rises [1].  Bicycling routes in the figure were generated via a 
Bayesian model by estimating the posterior probability that a cyclist traveled between two stations.  The 
model began with an uninformative prior, assuming that every end station had an equal probability of 
arrival from any other station, and updated with bikeshare trip data via a Bernoulli function in the 
LearnBayes package 2.12. A map of Chicago was acquired from Google to provide a base map for the 
plots with the ggmap v2.3 package. Accident data was overlaid via a heatmap to show areas that have 
been traditionally prone to cycling accidents; areas in red represent the highest density of collisions, 
yellow represents a reduction, and cream portions of the image represent lowest levels of collisions. The 
visualization not only conveys current Bikeshare traffic patterns, but also encourages stakeholders’ 
further exploration of areas that may need further infrastructure development. 

References
[1]  Chicago Department of Transportation (2013).  Chicago Streets for Cycling Plan 2020. Policy 

Report. Retrieved from http://www.cityofchicago.org/content/dam/city/depts/cdot/bike/ 
general/ChicagoStreetsforCycling2020.pdf.

useR! 2014, Los Angeles, USA 149



plsRglm, PLS generalized linear models for
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There are mainly two aims for the plsRglm library written by the authors for the R language. The extension
of PLS regression to generalized linear models, and for instance to logistic regression models [2], and the
need to provide tools to PLS users to deal with incomplete datasets using cross-validation.

These models were successfully applied to datasets of various kindWe will provide six examples of use:
PLSR model fitted to a Mixture design dataset (Cornell,[3]), PLSR-multinomial logistic model fitted to
a Bordeaux wine quality dataset (bordeaux, [2]) and to a Chemotaxonomy dataset (hyptis from library
chemometrics, [5]), PLSR-binary logistic model fitted to a Microarray Colon Cancer dataset (ColonCA,
[1]), to a Chemometrics dataset (phenyl dataset from library chemometrics,[5]) and to allelotyping data
(aze compl, [4] ; Figure 1 features bootstrap distribution of the coefficients of the predictors and Figure 2
balanced bootstrap confidence intervals).
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     Education data collected for research on students’ performance and attitudes in a randomization-based 

introductory curriculum were analyzed using a multilevel modelling approach.  Our data consisted of two 

sets of observational units that were students and instructors, where we had multiple students nested in 

each instructor.  The intention of applying a multilevel modelling approach originated from the nature of 

the data, our desire to use variables collected on students and instructors in the same regression model, 

and our intention to account for any instructor-to-instructor variability in the response variable while 

running a regression model.   

 

     R was the primary statistical software used in running our multilevel models, producing graphical 

displays, and generating animations/gifs.  During the first stages of our analysis, the main packages that 

we used in the order of importance to our study were lme4, ggplot2, animation, and gridExtra.  Prior 

to running the actual multilevel models, we conducted exploratory analysis on the data by using functions 

from ggplot2, gridExtra, and animation packages.  We primarily created multi-dimensional graphs to 

observe how variables associated and interacted with each other.  Examples of such graphs were facetted 

boxplots conditional on two variables, scatterplots of students and instructors’ variables weighted by class 

size with regression lines imposed, spaghetti plots color coded by an instructor-level variable, mosaic 

plots, and overlaid marginal and conditional histograms.  The codes required to create these graphs 

extended to more than just using ggplot and geom_point, for example.  There were many tweaks 

made to our graphs to have them appear more intriguing and original.  After generating our graphs, 

gridExtra assisted us in combining multiple graphs to a single cohesive graph when we wanted to 

compare the idea of marginal versus conditional.  These combined graphs were then saved to jpeg files 

using ggsave so we can access them directly in the future without having to run any code in R.  Shifting 

our focus from graphs to animations, the animation package assisted us in further presenting some of 

our ideas such as showing the process of creating spaghetti plots and the considerable variability in the 

many variables among instructors in a more interesting, but yet, educational way by compiling individual 

graphs to unified gif files with the functions of saveGIF and saveHTML. 

 

    After our exploratory analysis was done, lme4 assisted us in running multilevel linear and logistic 

models.  The functions of lmer and glmer in lme4 were used for quantitative and categorical response 

variables, respectively.  The regression outputs provided us estimates of the coefficients and the variances 

components as well as giving us information on the significance of the predictor variables.  However, we 

decided to obtain another set of estimates with a Bayesian approach.  This idea lead us to the two R 

packages of arm and R2WinBUGS.  We ran our multilevel models in BUGS by communicating from R 

to BUGS mainly with the function bugs.  Therefore, our final results were a combination of frequentist 

and Bayesian methods and comparisons were made between the estimates from these two methods. 

 

     In summary, we used a multilevel modelling approach to analyze education data that had variables 

measured on both students and instructors.  Our exploratory analysis consisted of generating graphs and 

animations to visually analyze the associations of different variables from our data set by using functions 

from the R packages of ggplot2, gridExtra, and animation.  The assistance of lme4, arm, and 

R2WinBUGS in running our multilevel models allowed us to combine results from a frequentist and 

Bayesian method.  As future work, we may consider compiling an R package that generalizes our code 

for graphs to allow users to input their variables of interest and also creating a Shiny application that 

encompasses as much stages of our analysis as possible to allow users to modify input parameters and to 

educate multilevel modelling to students or anyone who may be interested in multilevel models. 
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A vast literature from the last decade is devoted to relating gene profiles and subject survival or time to can-
cer recurrence. Biomarker discovery from high-dimensional data, such as transcriptomic or SNP profiles, is
a major challenge in the search for more precise diagnoses. The proportional hazard regression model sug-
gested by Cox, [1], to study the relationship between the time to event and a set of covariates in the presence
of censoring is the most commonly used model for the analysis of survival data. However, like multivariate
regression, it supposes that more observations than variables, complete data, and not strongly correlated
variables are available. In practice when dealing with high-dimensional data, these constraints are crippling.
Collinearity gives rise to issues of overfitting and model mis-identification. Variable selection can improve
the estimation accuracy by effectively identifying the subset of relevant predictors and enhance the model
interpretability with parsimonious representation. In order to deal with both collinearity and variable selec-
tion issues, many methods based on Lasso penalized Cox proportional hazards have been proposed since the
reference paper of Tibshirani, [3]. Regularization could also be performed using dimension reduction as is
the case with PLS regression. We propose two original algorithms named sPLSDR and its non linear kernel
counterpart DKsPLSDR, by using sparse PLS regression (sPLS) based on deviance residuals. We compared
their predicting performance with state of the art algorithms based on reference benchmark datasets.

As sPLSDR and DKsPLSDR compare favorably with other methods in their computational time, prediction
and selectivity, as indicated by results based on benchmark datasets, see Figure below, we view them as a
useful addition to the toolbox of estimation and prediction methods for the widely used Cox’s model in the
high-dimensional and low sample size settings.
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Cascade: a R-package to study, predict and simulate the
diffusion of a signal through a temporal gene network.
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1. Université of Strasbourg
2. Centre national de la recherche scientifique

3. Institut national de la santé et de la recherche médicale
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Temporal gene interactions, in response to environmental stress, is a complex system that can be efficiently
described using gene regulatory networks (GRN): a GRN allows to highlight the more influential genes
and to spot some targets for biological intervention experiments. Despite that many reverse-engineering
tools have been designed, the Cascade package is an integrated solution adding several new and original
key features such as the ability to predict changes in gene expressions after a biological perturbation in the
network and graphical outputs that allow monitoring the spread of a signal through the network.

Since the emergence of high-throughput technologies, many tools have been developed to learn gene ex-
pression profiles and reverse-engineer their underlying GRN [1,2]. These tools are either based on static
co-expression methods or, if the biological phenomenon shows any temporality, time dependent methods.
While the former relies on the assumption that co-expressed genes share some biological characteristics, the
latter infers a directed network with temporal dependencies. In this last case, another important distinction
should be made between exogenous stress (e.g., growth response) and endogenous phenomenon (e.g., cell
cycle) [3,4]. This leads to different network topologies: in exogenous stress, networks’ topologies seem
to have larger hubs and shorter paths through temporal dependent transcriptional waves [3]. This results
in a quick response to environmental modifications [3]. The Cascade package is designed to model such
“cascade networks” taking advantage of the assignment of genes to temporal clusters which are then used
to enforce temporal causality in the network.
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The issue of reproducibility often comes up in the context of published research and the need to accompany
such research with the complete data and analyses, including software/code. As statistics educators who
teach data analysis, we should be instilling best practices in students before they set out to do research. We
advocate for teaching data analysis and programming in R using R Markdown, even to students who have
no previous programming experience. In this talk we will discuss benefits of this approach, not only with
respect to creating opportunities for discussing the importance of reproducible research, but also for learning
syntax, avoiding common novice pitfalls, and organizing and unifying output and write-ups. We will present
examples from data analysis labs using this approach as well as experiential and statistical evidence that R
Markdown can be used effectively in introductory statistics courses.
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Matrix exponentiation is an important matrix function which is useful in a wide variety of domains and
applications. Formally, matrix exponentiation is an easily understood power series; but efficient, numeri-
cally stable algorithms for computing this function have been debated for over 30 years. There are several
serial implementations of the matrix exponential available to R, including those found in the Matrix and
rexpokit packages. We introduce a relatively new algorithm for computing the matrix exponential due to
Al-Mohy and Higham, implemented in the pbdDMAT package. Our implementation includes both serial
and distributed versions of this algorithm, the latter of which fully integrates with the pbdR framework
for high performance computing with R. Finally, we will conclude by demonstrating the scalability of the
implementation with benchmarks on University of Tennessee supercomputing resources.
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QUANTITATIVE TOOLS FOR MODELING COARSE WOODY DEBRIS DYNAMICS 

Md. Abdul Halim and Sean. C. Thomas 

Faculty of Forestry, University of Toronto, 33 Willcocks St., Toronto, M5S3B3 Ontario, Canada 

Coarse woody debris (CWD) is the standing or fallen dead trees and the remains of 

large or small branches on the forest floor usually larger than 10cm in diameter. CWD 

forms major structural features within a forested ecosystem with many vital ecological 

functions such as habitat for organisms (including endangered and threatened), in 

energy flow, nutrient cycling and hydrological processes. It is also a good source of soil 

nitrogen and caps C in the soil. To get these benefits it is very important to understand 

the ecology CWD. Additionally, due to the rising concern of its steep decline associated 

with intensive forestry, the need for a suitable forest management approach has 

become urgent. Modeling the transition of CWD in a forest ecosystem is very important 

for taking rational decision from biodiversity and economic perspectives. Considering 

this urgency, we are developing an R package (proposed name ‘CWD’) which contains 

five major functions those are useful for modeling CWD transition dynamics. For e.g. the 

function vol.cul can estimate stand volume/ha and cull/ha (volume of trees/ha that have 

no current or potential commercial value), vol.cwd.inp can control the flow of cull/ha 

used as input/ha for CWD in five years interval up to the rotation age in a stand, 

mod.trans.mat can model the transition rates of CWD among different decay classes 

(usually five) at five years interval up to the rotation age, age.vol.asymp determines at 

which age the total amount of CWD in a stand reaches asymptote, and ini.vol.year can 

calculate required initial CWD volume/ha to achieve a target CWD (volume/ha) in a 

given rotation length. With a reliable transition matrix as an input, these functions can be 

used in finding cost-efficient options for increasing CWD volume in managed forest 

ecosystems with lower disturbances. By using snapshot-sampling methods together 

with these functions, it is quite possible to avoid time-consuming long-term studies in 

different climatic conditions, forest types, and species (plant) groups.  
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The shiny package (RStudio, 2013) provides a flexible framework for developing web applications using R
and holds potential for use in teaching in a variety of settings. shiny allows R users to develop interactive
applications customized to the specific teaching application and data source without specialized knowledge
of web development. Its web-based deployment allows these programs to be accessible on any devices
with web access, not requiring software installation. By minimizing the gap between teacher and software
developer, shiny allows R users to directly bring statistical concepts to students in cases where a deeper
understanding of programming or statistical software is not feasible or desired.

We illustrate its use in teaching with case studies, including an application for data linearization developed
for the physics classroom (Griffith & Lerner, 2014) using the shiny, shinyIncubator, and ggplot2 pack-
ages. This was prompted by hands-on lab assignments requiring students to collect and enter experimental
data, graphically display both raw and model-based visualizations of the data in conjunction with a variety
of possible transformations, and grasp concepts of uncertainty. Although many general mathematics and
statistical tools exist with similar functionality, none were tailored to the specific audience and available on
a web-based platform. We quickly developed a shiny application to achieve these needs and piloted it in the
classroom. Students found the application intuitive and easy to use. Based on observation and feedback, we
were able to rapidly make changes to the application for use in subsequent lab sessions.
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1. Department of Statistics and Operation Research, University of Vigo, Spain
2. Department of Mathematics, University Autonomous of Barcelona, Spain

?Contact author: nmvillanueva@uvigo.es

Keywords: DNA sequence, change points, nonparametric models, testing procedure, first derivatives.

Understanding the mutational processes that shape DNA sequences is fundamental to better comprehend
how genomes evolve. These mutations do not equally affect both complementary strands of DNA when
these mutations are associated with molecular processes that are also asymmetric affecting differently both
strands (e.g. transcription, DNA repair or replication; Touchon et al., 2005). Over the years, different com-
positional analyzes were carried out to detect the location of compositional changes points in mitochondrial
genomes (Grigoriev, 1998; Reyes et al., 1998, Faith and Pollock, 2003). Identifying these change points in a
statistical framework can be a challenging task. Numerous methodological approaches have been developed
to analyze change points models, i.e. Bayesian estimation, maximum-likelihood estimation, least squares
regression or nonparametric regression. We implement in a user-friendly and simply R package, seq2R, a
methodology that identifies and locates compositional change points in DNA sequences by fitting nonpara-
metric regression models. Our procedure is based on two steps. Firstly, we propose an initial approach
of the regions with possible change points in which the first derivative is different to zero. The regression
curve and its first derivative are estimated by local linear kernel smoothers (Fan and Gijbels, 1996; Wand
and Jones, 1995) and the bandwidths are automatically selected using cross-validation techniques (Golub et
al., 1979). Secondly, we asses if there are true change points in those regions, specifically, where and how
many they are, with a testing procedure.
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Detecting critical points of regression curves. An application to
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In many biological studies, it is necessary to estimate the relationship between two specific variables and,
in most cases, to determine how this relationship is influenced by one factor it becomes the main problem
analysis. Here, we study the length-weight relationship of the barnacle Pollicipes pollicipes on the Atlantic
coast of Galicia (NW Spain) taking into account the factor year. Growth curves and their derivatives were
estimated using local linear kernel smoothers. Confidence intervals were used to draw inference from the
derivates curves and testing procedures were applied to asses the true effect of the factor. These inference
methods are based on the use of bootstrap techniques. Additionally, a method for the establishment of an
ideal minimum size of capture of this species that would ensure a high commercial yield was developed. All
computations were performed in R using the graphical and inferential tools from the package NPRegfast.
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The agridat package is an extensive collection of data sets that have been previously published in books 

and journals, primarily from agricultural experiments.  A sample of datasets in the package are 

presented graphically with interpretive comments. 
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The VCC Database contains data of over 70 studies from the last 14 years. The VCC Studycenter specializes
in testing different allergens. The Provocation Chamber enables monitoring allergic reactions and potential
treatments under realistic and reproducible conditions. The data is divided into subjective data collected by
the test participants themselves and machine data from rhinomanometric as well as spirometric equipment.

This poster introduces a small reporting tool utilizing reporting results with the knitr [5] package and visu-
alizing results using the ggplot2 [4] package. The reporting tool provides information about the completness
and consistency of the study data along side range checks and a preliminary test on carryover effects. These
help to improve the quality of the conducted studies.

In a second step the data is used to evaluate the currently used total nasal symptom score (TNSS) defined as
the sum of scores for sneezing, congestion nasal itching and rhinorhea as an effective screening method.
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R code for a large project often contains many tasks  amd may have 500-3000 lines of code that make 

difficult navigation through the code. Some tasks in a project could have long execution time that makes 

difficult also usual  literate programming methods (as sweave, knitr). 

We wrote function Code2RWorkJournal() that 

1.  Transforms  .R file into  self-documented  .html file, containing all R code with output pics, headers, 

table of contents and gallery.  

2.  The titles in body and contents are clickable to navigate from contents to body and back.  

3.  The pics are clickable to resize.  

4.  The html file has partly R syntax highlighted.  It is possible to do the full R syntax highlighting in 

resulting html, but the result file becomes almost twice heavier.  

5.  Parts of the result html file could be folded.  

6.  If in a browser you “select all”, copy and paste from browser to a text editor,   you get the pure original 

R file.  

7.  If we modify .R code,   recreate .html is fast.  

 

The function is available at [1] . 
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The resample packages makes the most common resampling applications easy: one and two sample boot-
strap and permutation tests. For example,

• bootstrap(x, mean) # a vector

• bootstrap(data, mean(x, trim = .25)) # variable in a data frame

• permutationTest2(data1, mean(x), data2 = data2)

• permutationTest2(data, mean(x), treatment = arm)

There are methods for plotting and confidence intervals.

I’ll also talk about what is wrong with common bootstrap confidence intervals, remedies, and why you
should use the package instead of programming yourself from scratch.
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The maturality and extensive graphical abilities of R and its packages make R an excellent choice for
professional data visualisation. This talk focuses on interactive spatial visualization and illustrates two
different approaches with case studies based on open crime data in UK (Home Office, 2014). 

Previous work has shown that it is possible to combine the functionality in packages ggmap, ggplot2,
shiny and shinyapps for crime data visualization in the form of a web application named 'CrimeMap'
(Chow, 2013). The web application is user-friendly and highly customizable. It allows users to create
and customize spatial visualization in a few clicks without prior knowledge in R (figure 1). Moreover,
shiny automatcially adjusts the best application layout for desktop computers, tablets and smartphones.

            

Figure 1 : 'CrimeMap' example.            Figure 2 : rCrimemap example.

Following the release of  rMaps (Vaidyanathan, 2014), Chow built upon the original 'CrimeMap' and
created  a  new package  rCrimemap (Chow,  2014).  Leveraging  the  power  of  JavaScript mapping
libraries such as 'leaflet' via rMaps, rCrimemap allows users to create an interactive crime map in R
with intuitive map controls using only one line of code. Both zooming and navigation are similar to
what ones would expect from using a typical digital map (see figure 2 above).

The availability of  these packages means  R developers  can now easily  overlay both graphcial  and
numerical  results  from complex  statistical  analysis  with maps  to  create  professional  and  insightful
spatial visualization. This is particularly useful for effective communication and decision making.
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Since the publication of Moneyball, the use of statistical analysis to address challenging problems in sports
has been more popular than ever. At the same time, professional sports organizations are collecting and
publicizing more data about athletic events than ever. Although these data should ostensibly support quan-
titative analysis of sports, their extraction is frequently a barrier because the data needed for a complete
analysis are often embedded within a web markup language and spread across multiple web pages. In this
talk, I present a package ATPR that makes numerous data about the Association of Tennis Professionals
(ATP) World Tour readily accessible in the R environment. The package consists of a collection of special-
ized HTML/XML parsing tools that enable users to extract data about tournament results, match statistics, and
player rankings for more than 20 years of singles play on Tour without the need of manual web scraping. In
this presentation, I will provide an overview of these tools and the specific tennis data they can be used to
gather. It is hoped that the availability of ATPR will encourage more statistical research on tennis and also
serve as a useful resource for teachers of statistics.
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Choropleth maps are maps which a) show boundaries and b) color each region according to a certain 
metric.  The most common choropleth in the US is the presidential election map, which colors states 
according to which presidential candidate they voted for. In general, choropleth maps are useful ways to 
understand regional patterns in spatial data.   

Despite the utility of these maps, R has lacked a consistent interface for creating choropleth maps.  In 
the R Graphics Cookbook [1], Winston Chang explains how to create a state choropleth map in the 
popular ggplot2 graphing library. His method requires several lines of code and is a different technique 
than that required for creating a choropleth of US Counties.  And that, in turn, is a different technique 
than that required for creating a map of US ZIP codes.  choroplethr provides a consistent, one-line, 
interface to create maps at these three different levels of detail. Currently choroplethr renders ZIP level 
maps as scatterplots; technically they are no longer choropleths because they do not show geographic 
boundaries.  A discussion of this design decision is provided. 

choroplethr also provides native support for accessing and viewing data from the US Census Bureau 
via the acs package.  This allows choroplethr to create hundreds of thousands of choropleths of 
modern demographic data for the US, at multiple levels of detail (state, county and ZIP), with minimal 
effort on the part of the user. 

Once choropleths become easy to create new discussions arise.  A thorough discussion of the impact of 
level of detail and scale type is provided. 
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Biomedical science has entered the big data era and biologists have access to an overwhelming 
abundance of data due to the rapid advance of high-throughput technology in sequencing and 
microarray[1]. The tremendous volume and high dimensions pose an unprecedented challenge on data 
visualization and integration for efficient data exploration and effective scientific communication. 
Herein, we developed an R package, Rcircle, based on grid package to integrate and visualize 
interactome, time-course transcriptome, disease information, disease-affected pathways or networks to 
facilitate knowledge discovery[2]. Starting with a curated list of congenital heart disease (CHD) genes, 
we identified their top 10 partners for each CHD gene and built a network for both disease genes and 
their partners. Pathway analysis is performed on the entire gene list. The R package visualized the gene 
network in the inner circle with line width representing the interaction confidence. Hub genes in the 
network were represented by the size of bubbles circling the genes.  Transcription profile, disease 
information, and pathways are shown in the outer layers linked directly to the genes in the network. By 
integrating different types of information together, we discovered disease hub genes and established 
cirtical pathways turned on at different stages of cardiogenesis. Furthermore, the Rcicle package is able 
to reveal vital genes in charge of the crosstalk among those disease associated pathways. The case 
application of Rcircle package in CHD analysis indicates that our strategy goes beyond visualization of 
information to highlight the pattern, prioritize vital candidates, and facilitate scientific discovery.  
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Data generally refer to the observations of some variables on a set of units and are stored in a (two-way)
matrix, say X of order (I × J), where I and J denote the numbers of units and variables, respectively.
However, in several situations, the available data consist of some variables collected on a set of units on
different occasions and are usually stored in a three-way array, say X of order (I × J × K), where K
denotes the number of occasions. The array can then be seen as a box in which the ways (or indices)
correspond to the vertical, horizontal and depth axis. Multi-way data analysis concerns the cases in which
the number of indices is higher than two (three-way data analysis when the number of indices is three).
In this work we limit our attention to the three-way case. For more details on multi-way (and three-way)
analysis, refer to, e.g., [4, 6].
In order to summarize X classical Principal Component Analysis (PCA) can be applied. In the three-way
framework, PCA is no longer a valuable choice. More specifically, PCA could still be applied for exploring
X either by rearranging it into a matrix (aggregating over one of the three ways) or analyzing all the two-
way data matrices contained in the three-way array separately. Nonetheless, such strategies fail to discover
the existing three-way interaction in the data and, therefore, produce incomplete or even misleading results.
In the literature there exist several three-way extensions of PCA. The two most popular techniques are the
Tucker3 (T3) method [7] and the Candecomp/Parafac (CP) method [1, 3].
The aim of this work is to illustrate the main features of the R [5] package ThreeWay [2] . ThreeWay offers
a suit of functions for performing three-way component analysis. In particular, the most relevant functions
are T3 and CP, which implement, respectively, T3 and CP. These and other functions will be described
through examples using data sets available in the package.
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Despite rapid quantitative expansion of health-related publications, reproducibility of the study is sometimes
argues. Inappropriate use of statistical methods is not a rare cause underlying the lack of replications across
studies, but the importance of it is usually underestimated[2]. For most health reasearchers who learned and
applied the statistical methods properly had spent long time for learning statistics. Addtionally, statistical
methods are ever evolving and updating their knowledge and analytic skills will require the most precious
resources the time. In this study, we aimed to construct pipelines of reproducible statistical analysis in
health research. The development of pipelines in this study consists of 1) automatic suggestions of a sum-
mary table describing the general characteristics of the study, 2) univariate analysis of both explanatory and
outcome variables of a study, 3) graphical presentations of summary and univariate analyses, 4) automatic
analysis and tabulations of main results based on frequently used analytical methods in the health research
area (e.g., multiple regression, logistic regression, survival analysis, multilevel analysis, genome-wide as-
sociation study(GWAS)). For example, researchers can obtain tables and figures if they select data set and
dependent variables of interest, and define the nature of each variables (e.g. continuous, binomial, count),
explanatory variables, and group variable (e.g., sex, region, or unit of random effects).Using R package
knitr, LATEX and tex4ht package in LATEX with various statistical packages in R, we developed a automatic
words describing the result tables and figures with PDF or opendocument format directly[1, 3]. This auto-
mated statistical pipeline tools will help individual researcher in health-related or broader arena to help to
reduce their analytical burdens, as well as to conduct appropriate statistical analysis much faster and reliable
manner.
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Trends in genetics are transforming in order to identify differential coexpressions of correlated 

gene expression rather than the significant individual gene. Moreover, it is known that a 

combined biomarker pattern improves the discrimination of a specific cancer. The 

identification of the combined biomarker is also necessary for the early detection of invasive 

oral squamous cell carcinoma (OSCC). To identify the combined biomarker that could improve 

the discrimination of OSCC, we explored an appropriate number of genes in a combined gene 

set in order to attain the highest level of accuracy. After detecting a significant gene set, 

including the pre-defined number of genes, a combined expression was identified using the 

weights of genes in a gene set. We used the Principal Component Analysis (PCA) for the 

weight calculation. In this process, we used three public microarray datasets. One dataset was 

used for identifying the combined biomarker, and the other two datasets were used for 

validation. The discrimination accuracy was measured by the out-of-bag (OOB) error. There 

was no relation between the significance and the discrimination accuracy in each individual 

gene. The identified gene set included both significant and insignificant genes. One of the most 

significant gene sets in the classification of normal and OSCC included MMP1, SOCS3 and 

ACOX1. Furthermore, in the case of oral dysplasia and OSCC discrimination, two combined 

biomarkers were identified. The combined genomic expression achieved better performance in 

the discrimination of different conditions than in a single significant gene. Therefore, it could 

be expected that accurate diagnosis for cancer could be possible with a combined biomarker. 
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For most health reasearchers who learned and applied the statistical methods properly had spent long time
for learning statistics. Addtionally, statistical methods are ever evolving and updating their knowledge
and analytic skills will require the most precious resources-the time. In this study, we aimed to construct
pipelines of reproducible statistical analysis in health research. The development of pipelines in this study
consists of 1) automatic suggestions of a summary table describing the general characteristics of the study,
2) univariate analysis of both explanatory and outcome variables of a study, 3) graphical presentations of
summary and univariate analyses, 4) automatic analysis and tabulations of main results based on frequently
used analytical methods in the health research area (e.g., multiple regression, logistic regression, survival
analysis, multilevel analysis, genome-wide association study(GWAS)). For example, researchers can obtain
tables and figures if they select data set and dependent variables of interest, and define the nature of each
variables (e.g. continuous, binomial, count), explanatory variables, and group variable (e.g., sex, region, or
unit of random effects).Using R package knitr, LATEX and tex4ht package in LATEX with various statistical
packages in R, we developed a automatic words describing the result tables and figures with PDF or open-
document format directly[1, 2]. This automated statistical pipeline tools will help individual researcher in
health-related or broader arena to help to reduce their analytical burdens, as well as to conduct appropriate
statistical analysis much faster and reliable manner.
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We treat visualization (e.g., [6]) and statistical modeling (e.g., [2]) for financial longitudinal data (e.g., sales,
employee, assets) of Japanese firms which belong to the first section market of the Tokyo Stock Exchange
based on exploratory data analysis [7] with R. They are extracted from a database system of Nikkei NEEDS
financial data. (See [5].) As a result of data visualization from temporal and cross-sectional aspects, we
know the joint distribution of the data sets at each closing day is a multivariate lognormal (e.g., [3]) by using
R packages ggplot2 [8], and googleVis [4]. We build a statistical model based on the result. Under the
condition of fixed time, a lognormal linear model (e.g. [1]) with dummy variables which denote the middle
classification of industries is very useful for explaining sales by employee and assets. Furthermore, this
result is valid in terms of time variation. Note that we can fit the model to the dataset by using the basic R
function lm only.
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Linear regression is a very important statistical tool in many fields. However the analysis results can be
misleading when the data violates the assumptions behind. One of the key assumptions of linear regression
is the error terms are normally distributed which the financial assets return data often violates. The gen-
eralized hyperbolic distribution family, introduced by Barndorff-Nielsen ([1]), possesses the non-Gaussian
characters which typically are present in financial assets return data. As a special case of the family, the
hyperbolic distribution is also featured semi-heavy tails and exhibits skewness for certain parameter values.
We propose an approach to fit linear regression models with hyperbolic distributed error to analyze data with
heavy-tail and skewness characters. In this work, we developed a set of R functions, including hyperblm
and summary.hyperblm function, to implement this approach and provide the result in an appropriate
format. These functions are included in the GeneralizedHyperbolic package ([2]).
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A common challenge when using R in an enterprise environment is one of accessibility, for both the de-
veloper and their clients. Clients requesting analysis may not have the resources to write or run R code or
scripts. It may be beyond the limits of local IT resources to deploy, maintain, and troubleshoot R on more
than a handful of computers, and even then only at the most superficial level. The packages shiny, ggvis,
and gridSVG attempt to address the first issue by providing a rapid approach to creating custom web inter-
faces for the R functions of interest and embedding interactive, data-driven, graphics. However, deploying
shiny applications over the web may still be beyond a developer’s access due to privacy, IT or budgetary
constraints.

We present a case study at USDA APHIS that makes use of virtual desktops to deploy shiny applications
with minimal resource demands on both IT and individual developers. We present usage statistics from a
pilot application that demonstrates measurable value-added impact for both client and developer and allows
more users to interact with R. We describe strategies for scaling for multiple users, responding to changes in
developmental packages and tracking usage. We highlight the importance of studies for enhancing the user
experience.
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My group has been working for several years to develop TIBCO® Enterprise Runtime for R (TERR) 

[1], a new R-compatible engine.  We wanted the TERR software to be completely independent of the 

open-source R engine, so we redesigned and rebuilt the engine from scratch.  However, we also wanted 

TERR to be compatible with R so that we could load and execute existing R software from CRAN and 

other repositories. 

This talk will discuss the challenges we encountered trying to make TERR compatible with R.  In order 

to duplicate the functionality of R, we closely examined its behavior, exposing some interesting features 

that may not be evident to most users.  For some features, we took a different implementation approach 

than R, though the result was still compatible.  In other cases, we deliberately chose not to make TERR 

100% compatible. 
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This talk presents an R interface to WeBIPP, an interactive web-based tool for creating data-based graphics.

WeBIPP possesses a GUI front-end that is easy to use, allowing the user to rapidly build new statistical
graphics from scratch with a few clicks of the mouse. More, the underlying mechanism for WeBIPP ensures
that the GUI front-end does not limit any programming input, enabling any programming knowledge in
the relevant fields (HTML, CSS, SVG, JavaScript, D3js[1]) to easily be employed to further enhance the
graphic. WeBIPP caters to both the novice GUI user and the expert while enabling the creation of a variety
of statistical graphics, from familiar mainstream plots like a barplot, to completely new and innovative plots
tailored to presenting a specific feature of a dataset.

References

[1] Bostock, M., V. Ogievetsky, and J. Heer (2011). D3: Data-driven documents. IEEE Trans. Visualization
& Comp. Graphics (Proc. InfoVis).

176 useR! 2014, Los Angeles, USA



How to load and what to do with the PISA data (Program for
International Student Assessment)

Przemyslaw Biecek1,2,?

1. Ovali, Iqor Polska
2. Interdisciplinary Centre for Mathematical and Computational Modelling, University of Warsaw

?Contact author: przemyslaw.biecek@gmail.com

Keywords: PISA, PIAAC, OECD

OECD (Organisation for Economic Co-operation and Development) runs PISA (Program for International
Student Assessment) and PIAAC (Programme for the International Assessment of Adult Competencies)
programs to find data-driven relations between people skills and other factors like occupation, education,
school or policy factors.

Each of these programs results in a large and complex datasets, which combine skills of students and adults
from different countries together with other characteristics like education, occupation, wealth, school and
more than 1000 other factors. All together we have survey results with over 1000 features for over 2 000
000 people from more than 60 countries. Quite large dataset!

During the presentation I will show how to use packages PIAAC and PISA2012lite to load this data set into
R, discuss some technical issues and present some exemplary results and visualisations obtained with this
dataset.
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Prediction of future violence, or dangerousness, in mentally ill offenders who have committed previous 
violent acts is a serious endeavor with both public safety and individual rights issues. The seminal work 
on violence risk assessment was the MacArthur study [1], which used an early commercial 
implementation of classification trees [2]. While the MacArthur study was groundbreaking, the findings 
are not always applicable to all settings. With such a sensitive topic as prediction of future violence risk, 
it is incumbent upon professionals and organizations to act as responsibly as possible, and ensure that 
prediction findings are valid and accurate for their setting. The use of R [3], along with specialized 
packages such as party [4] and caret [5] has enabled our organization to conduct analyses within our 
system, using our own patient data, to ensure applicability to our setting. 

Typically, in any given year, about 30% of our patients have one or more episodes of physically violent 
behavior. Starting with archived data, results of our pilot studies with R and the party package have 
produced classification tree models in a patient group (n=1277) based on only five demographic 
variables available pre-admission with adequate predictive ability (AUC = 0.67), when evaluating 
prediction models derived from a training set (70%) applied to a separate test set (30%). Use of these 
tools has enabled us to go beyond simple “yes/no” categorizations, i.e., we can predict groups of 
patients at higher risk of multiple aggressive/violent incidents, and by using conditional inference trees 
with a survival function [6] we can also evaluate patients for time to first violent act. In this manner, our 
hospitals can potentially better allocate resources in an attempt to prevent violent acts among higher-
risk groups before violence even occurs. With the success of initial pilot models, our focus now is 
turning to identifying clinical variables that can be added to our model, to enhance prediction as well as 
to make the model more relevant to our clinicians and treatment teams working with these patients. In 
summary, access to free, open source tools such as R, with packages such as party and caret, has 
enabled our organization to undertake analyses aimed at predicting violent behavior before the first 
displays of violence occur. Our goal is to direct enhanced treatments towards individuals identified as 
high risk, to mitigate risk, before  any such violent behaviors even occur. 
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The Census of Foreign Capital in Brazil (Census) has been carried out quinquennially since 1996 by the 

Brazilian Central Bank (BCB). Its major purpose is to measure the stock of Foreign Direct Investments 

in Brazil (FDI), necessary to compile the International Investment Position (IIP) statistics. As of 2011, 

the Census was split into two surveys: the 5-year Census and the Annual Census, the latter targeted to 

large enterprises only. The distribution of the FDI stock is heavy tailed, so large enterprises comprise 

80-90% of the total value, but represent only a small fraction (10-20%) of the total number of 

respondents, thus reducing the cost of the survey without much loss of information.   

As for the data of the missing respondents, we mostly replicate their latest survey values and add their 

flows registered in the Balance of Payments. But this is not as trivial as it sounds. During the 5-year gap 

between the complete Censuses a lot can happen: new companies start, some companies will close, 

other companies will merge with each other, some companies will not have foreign investors anymore 

or the nationality of the foreign investors may change. To deal with these facts we must gather 

information from other sources (for example, the Brazilian IRS) and perform some data analysis in 

order to decide which data will or will not be imputed, and how it will be imputed. The further you are 

from the latest 5-year Census, the more complicated this task gets. 

Microsoft Excel is widely used for data manipulation and data analysis in Central Banks and 

International Organizations (like the IMF). So, unfortunately, our first choice was to use Excel. This 

was prone to a lot of operational errors - Reinhart-Rogoff style. It required the use of many different 

spreadsheets and files: a cumbersome process to manage that was hard to find a bug when there was 

one. It was not easy to immediately reproduce the results, and it was not really clear to an outsider 

where and when data modification was taking place, because of all the cross-references between 

worksheets. So we decided to create R packages with functions that automate the process.  

We have developed three packages (names in Portuguese): censo.criar.base, which gathers and 

combines all information necessary to the imputation and compilation into a new database; 

censo.extrapolar, which automates the imputation; and, censo.quadros, with functions to calculate the 

main statistics and analysis. The publication’s process time reduced from 1-2 weeks to a couple calls in 

the command line (that takes only a few minutes). It is now easier to track bugs and errors, because all 

data comparisons and transformations are clearly stated on the codes. Another advantage is that new 

kinds of data exploration and visualization, that once were not possible, are now easily available 

through R. This has helped the development of a more structured validation and exploration of the data 

– and those are the new packages we are working on. 

The goal of our presentation is to describe the imputation/validation/publication process of the FDI 

statistic in BCB, focusing on the application of R in our workflow and deepening the discussion of the 

main advantages/disadvantages of using R for official statistics. 
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Agricultural Land Use Evaluation System (ALUES) is an R package that evaluates land suitability for 
different crop production. The package is based on the Food and Agriculture Organization (FAO) and the 
International Rice Research Institute (IRRI) methodology for land evaluation. Development of ALUES is 
inspired by similar tool for land evaluation, Land Use Suitability Evaluation Tool (LUSET). The package 
uses fuzzy logic approach to evaluate land suitability of a particular area based on inputs such as rainfall, 
temperature, topography, and soil properties. The membership functions used for fuzzy modeling are the 
following: Triangular, Trapezoidal, Gaussian, Sigmoidal and custom models with functions that can be 
defined by the user. The package also aims on complicated methods like considering more than one fuzzy 
membership function on different suitability class. The methods for computing the overall suitability of a 
particular area are also included, and these are the Minimum, Maximum, Product, Sum, Average, 
Exponential and Gamma. Finally, ALUES utilizes the power of Rcpp library for efficient computation. 
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The Agricultural Production Simulator (APSIM) is a widely used, powerful and highly complex computer
program. Based on information about weather, soil properties, farming practices and land use, APSIM can
predict crop and environmental outcomes such as crop yield, nitrogen runoff and sediment loss as a function
of time and space. Recent increased interest in additionally quantifying and reducing uncertainty about
APSIM predictions has made the short comings of the current APSIM interface more apparent. In particular,
only basic visualization and summary techniques are available within APSIM; this leads researchers to use
a second program, such as R, in order to better understand the results. Additionally, running APSIM for a
variety of input values is not straight forward and interested researchers need to write their own scripts to
automate repeated APSIM runs. We introduce the apsimr package, which aims to extend APSIM by adding
advanced analytic measures and to ease the pain of learning APSIM by researchers in other fields. The
apsimr package includes function to allow the user to create, alter and run APSIM simulations individually
or in large batches. The results can then be visualized and summarized using standard or advanced analytics.
Sensitivity and uncertainty analysis can require several hundred APSIM runs, therefore apsimr links to the
APSIMBatch package to run APSIM on high performance computers. In this talk we will demonstrate
the use of apsimr and discuss the problems that arose in its creation, most of which stem from the unique
structure of the input and output files expected and produced by APSIM.
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Interactive data visualization has received broad interest in the R community due to its obvious benefits 
over static visualization: more information can be delivered concisely and intuitively by user 
engagement. As a result, various R packages supporting single-layer, multi-layer, and linked graphics 
have been developed, including rCharts, iPlots, cranvas, ggvis, animint and googleVis [1]. R 
Interactive Graphics via HTml (RIGHT, https://code.google.com/p/r-interactive-graphics-via-html/) is 
an interactive data visualization package for linked graphics based on HTML canvas and JavaScript. It 
provides an R API similar to base graphics to easily construct various interactive plots, including scatter, 
line, bar, pie, and box-whisker plots. 

This poster presents an overview of RIGHT and the JavaScript data structure that enables linked 
graphics. RIGHT is the first package that implements linked graphs using HTML canvas and 
JavaScript. Linked graphics help answer obvious questions a collection of plots tend to raise: how one 
point in the plot is related to another point in another plot. HTML canvas and JavaScript make it 
possible to deliver the visualization to various platforms, including mobile devices, since they are 
standard web technologies supported by most modern web browsers (albeit some remaining 
compatibility issues). This approach can also benefit from the improvement of JavaScript performance 
every generation, driven by various web applications with ever increasing complexity and 
sophistication. 
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FastR, first introduced at useR! 2013 [3], is an implementation of the R programming language in Java [2]. It
uses the concept of self-specialising abstract syntax tree (AST) interpretation [5]. In such interpreters, AST
nodes replace themselves with nodes that are specialised for handling the types and data actually occurring
during execution. This saves considerable time in the implementation of dynamically typed programming
languages.

The implementation introduced in 2013 was a pure interpreter. We introduce the next version of FastR. The
current implementation is based on Truffle [4]. Truffle is a framework for the implementation of specialising
AST interpreters. Truffle-based language implementations transparently employ partial evaluation of spe-
cialised ASTs, and dynamic compilation, to obtain performance competitive with that of dedicated dynamic
compilers.

The performance of some development versions of FastR running the b25 benchmarks and an R version of
a subset of the Computer Language Benchmarks Game (“shootout”) is, on average, more than an order of
magnitude faster than the GNU R byte code interpreter, and significantly faster than the purely interpreted
version of FastR. FastR is available as an open source project [1] under the terms and conditions of the GNU
General Public License 2.

We will describe the status of the implementation and outline our plans for the future. An important long-
term goal of the FastR project is to dispense with the need for implementing performance-critical parts of R
applications in lower-level languages.

References

[1] BitBucket (2014). FastR project. http://bitbucket.org/allr/fastr.

[2] Kalibera, T., P. Maj, F. Morandat, and J. Vitek (2014). A Fast Abstract Syntax Tree Interpreter for
R. In Proceedings of the 10th ACM SIGPLAN/SIGOPS International Conference on Virtual Execution
Environments, VEE ’14, New York, NY, USA, pp. 89–102. ACM.

[3] Kalibera, T., P. Maj, and J. Vitek (2013). R in Java: Why and How? In The R User Conference, useR!
2013, Book of Contributed Abstracts, pp. 111. http://www.edii.uclm.es/˜useR-2013/
docs/useR2013_abstract_booklet.pdf.
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Matrix exponentiation is an important matrix function which is useful in a wide variety of domains and
applications. Formally, matrix exponentiation is an easily understood power series; but efficient, numeri-
cally stable algorithms for computing this function have been debated for over 30 years. There are several
serial implementations of the matrix exponential available to R, including those found in the Matrix and
rexpokit packages. We introduce a relatively new algorithm for computing the matrix exponential due to
Al-Mohy and Higham, implemented in the pbdDMAT package. Our implementation includes both serial
and distributed versions of this algorithm, the latter of which fully integrates with the pbdR framework
for high performance computing with R. Finally, we will conclude by demonstrating the scalability of the
implementation with benchmarks on University of Tennessee supercomputing resources.
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